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1. Introduction: 

Entrainment in spoken interaction is the tendency of speakers to adjust some 
properties of their speech to match the characteristics of their interlocutors. It affects 
several linguistic dimensions, such as lexical choice [2], syntactic structure [21], acoustic 
prosodic features [11], or semantic similarity [13]. In addition, it correlates with different 
social aspects of the conversation, such as task success [22], liking [9], cooperation [15], 
or naturalness and rapport [14]. Implementing entrainment in Spoken dialogue systems 
(SDS) has rich potential as it promises to be an important feature for improving the 
naturalness and effectiveness of Human-Machine interactions (HMI), thus increasing 
potential application domains. 

Existing implementations of entrainment in spoken dialogue systems (SDS) have been 
relatively simplistic and require further development. For instance, [10] implemented 
acoustic-prosodic entrainment into an SDS to study its effect in English, Spanish, and 
Slovak. They examined subjects’ willingness to seek advice from an avatar that entrains 
rather than one that does not. In the English study, SDS entrained on both speech rate 
and intensity, while studies in Spanish and Slovak SDS entrained only on speech rate. In 
English, they found entrainment correlated positively with an avatar’s perceived reliability 
and likeability, but in Slovak and Spanish, there was a negative correlation. The design of 
the experiment can be a contributing factor to the observed variation. For instance, the 
English SDS entrained on intensity and speech rate, whereas the Slovak and Spanish 
SDSs entrained on speech rate. Consequently, to develop more advanced models, a 
considerable amount of theoretically driven, interdisciplinary research with uniform 
experimental design is required to understand the underlying factors affecting the 
entrainment behavior of humans in HMI. 

The goal of research aimed at improving SDSs is to gain an in-depth understanding of 
human behavior in Human-Human interactions (HHI) and then apply this understanding 
to improve HMI. Incorporating findings from HHI to HMI may result in more effective and 
satisfying communication. This thesis emphasizes this line of research. The thesis is 
mainly divided into three parts. The first part presents automatic detection models that 
can be used in existing SDS to detect entrainment. The second part examines the 
variation of entrainment behavior in different languages at various linguistic dimensions. 
Lastly, the third part explores the relationship between entrainment and non-verbal social 
cues, including gaze and emotion, respectively. 



 

 

2. DNN-based entrainment detection systems: 

In the first part of the thesis, a study is presented which utilizes two human-human 
(HH) corpora (The Fisher Corpus English Part 1 [3], Columbia games corpus [7]) and one 
human-machine (HM) corpus (Voice Assistant Conversation Corpus (VACC) [23]). First, 
the study presents a framework that allows extracting information from textual features 
to compute entrainment distances at lexical, syntactic and semantic linguistic levels. 
Secondly, utilizing the existing acoustic framework by [18], DNN models are trained using 
TRIpLet Loss network (TRILL) vectors [8]. The study presents five different analyses, as 
shown in Table 1. 

Table 1. Analysis for comparing the performance of baseline and DNN-based entrainment models. 
Sr.No. Comparison Similarity measure 

1 Performance of baseline models L1 distance and cosine similarity 

2 Performance of DNN-entrainment models L1 distance and cosine similarity 

3 Comparing baseline and DNN-based entrainment models L1 distance and cosine similarity 

4 Performance of DNN-entrainment models for classifying HHI and HMI datasets Cosine similarity 

5 Robustness of DNN-entrainment models Cosine similarity 

 
Table 2 shows the results of the five analyses presented. The impact of similarity 

measures on the performance of both baseline and neural-based entrainment models is 
investigated. Tables 2 (a) and (b) show the results that indicate that the similarity 
measure, i.e., cosine similarity and absolute distance, affects model performance. 
Further, the findings suggest that DNN-based entrainment models can be useful in 
detecting entrainment across four linguistic levels. However, the performance of the 
models varies, with neural-based acoustic models outperforming text-based models, as 
shown in Table 2 (b). Furthermore, the acoustic-based DNN models can differentiate 
between HH and HMI, where a performance drop was noticed in a VAC corpus, as shown 
in Table 2 (c). This indicates that Alexa does not adjust its features, and the model does 
not learn entrainment information. Finally, the robustness of the DNN-trained 
entrainment models has been assessed. Table 2 (d) shows a slight decrease in the 
performance of acoustic-based models when the entrainment distance was compared to 
the mean of ten random turns. Conversely, the performance of text-based models 
increased by 1-2%. The evaluation results will be valuable for integrating a DNN-based 
entrainment detection system into existing SDS. Employing an entrainment detection 
system in SDS enables machines to detect whether human interlocutors align with them. 
 
 



 

 

Table 2. Summary of Baseline and DNN trained entrainment models with classification accuracy for 
different acoustic and textual features on Columbia games corpus, Voice Assistant Conversation Corpus 
(VACC), and The Fisher Corpus English Part 1 (standard deviation shown in parentheses) 

a) Baseline accuracy in three datasets 
 

 Columbia games corpus VAC corpus Fisher corpus 

Feature Baseline 1 Baseline 2 Baseline 1 Baseline 2 Baseline 1 Baseline 2 

Acoustic (LLD) 76.17 (±6.03) 54.38 (±11.45) 74.29 (±4.96) 57.27 (±11.24) 86.33 (±5.11) 54.30 (±9.91) 

Acoustic (TRILL) 56.33 (±11.13) 56.32 (±11.84) 55.23 (±11.24) 55.93 (±12.09) 56.64 (±17.22) 85.70 (±7.98) 

Lexical 50 (±21.13) 25 (±2.88) 26.32 (±6.45) 53.46 (±6.74) 54.92 (±17.84) 41.64 (±1.73) 

Syntactic 45.70 (±9.57) 46.25 (±8.17) 52.89 (±13.49) 54.84 (±10.52) 45 (±7.50) 45.31 (±6.74) 

Semantic 50.62 (±12.22) 52.34 (±10.64) 62.50 (±8.55) 65.77 (±6.93) 56.80 (±17.88) 57.81 (±14.99) 

 

b) DNN-based entrainment models accuracy using different entrainment distance 
 

 L1 distance Cosine similarity L1 distance Cosine similarity L1 distance Cosine similarity 

Acoustic (LLD) 74.98 (±3.83) 72.34 (±4.27) 77.26 (±3.97) 56.48 (±5.92) 84.14 (±0.03) 70.16 (±4.76) 

Acoustic (TRILL) 54.22 (±3.90) 53.98 (±3.76) 54.22 (±3.90) 31.17 (±3.67) 89.14 (±3.26) 94.14 (±0.01) 

Lexical 49.77 (±4.02) 53.20 (±5.89) 52.50 (±4.10) 55.17 (±4.25) 58.28 (±4.57) 64.29 (±3.90) 

Syntactic 46.67 (±6.16) 47.34 (±4.94) 52.58 (±4.50) 55.94 (±6.28) 47.66 (±3.45) 54.06 (±5.60) 

Semantic 53.36 (±4.90) 55.05 (±4.67) 64.79 (±6.40) 66.46 (±6.28) 58.36 (±2.39) 60.30(±0.04) 

 
c) Classification accuracy by splitting into groups 

 
 

 

A to B B to A Spkr to Alexa Alexa to Spkr A to B B to A 

Acoustic (LLD) 72.29 (±3.25) 74.29 (±3.23) 58.25 (±4.98) 78.87 (±2.12) 84.13 (±0.12) 80.23 (±0.07) 

Acoustic (TRILL) 53.89 (±3.25) 54.19 (±3.13) 15.82 (±4.19) 30.87 (±3.12) 87.83 (±3.12) 86.12 (±2.07) 

Lexical 54.45 (±8.52) 51.72 (±9.92) 59.94 (±5.83) 54.86 (±7.27) 63.98 (±4.08) 61.41 (±3.32) 

Syntactic 49.60 (±6.35) 47.34 (±5.15) 50.41 (±8.98) 57.23 (±9.32) 50 (±9.47) 56.81 (±10.21) 

Semantic 53.67 (±4.25) 55.19 (±3.89) 66.14 (±5.85) 67.94 (±6.50) 55.27 (±1.91) 57.77(±2.51) 

 
d) Classification accuracy for selecting different random turns (RT) 

 
 One RT Ten RT One RT Ten RT One RT Ten RT 

Acoustic (LLD) 74.98 (±3.83) 71.23 (±3.45) 77.26 (±3.97) 76.83 (±2.11) 84.14 (±0.03) 80.16 (±0.08) 

Acoustic (TRILL) 53.98 (±3.76) 56.17 (±5.82) 31.17 (±3.67) 29.79 (±3.16) 94.14 (±0.01) 93.75 (±0.02) 

Lexical 53.20 (±5.89) 54.41 (±7.64) 55.17 (±4.25) 56.06 (±5.68) 64.29 (±3.90) 66.48 (±7.22) 

Syntactic 47.34 (±4.94) 47.17 (±4.82) 55.94 (±6.28) 55.98 (±11.63) 54.06 (±5.60) 56.25 (±4.59) 

Semantic 55.05 (±4.67) 58.31 (±4.67) 66.46 (±6.28) 69.89 (±5.21) 60.30 (±0.04) 61.66 (±0.04) 

 

 

 



 

 

3. Entrainment in different languages 

In the second part of the thesis, the evaluation of lexical, syntactic, semantic, and 
acoustic entrainment is performed in four comparable spoken corpora of four typologically 
different languages (English [7], Slovak [1], Spanish [4], and Hungarian [17]) using 
comparable tools and methodologies based on DNN embeddings. A cross-linguistic 
comparison was made where entrainment was compared in four different languages at 
each linguistic level. In addition, entrainment was compared across four different 
linguistic levels in each language and in each session, respectively, and the relationship 
between them was explored. 

The findings suggest that Hungarian speakers entrain the most on all four linguistic 
levels when compared to English, Slovak, and Spanish speakers, as shown in Figure 1. 
Further, speakers in all four languages entrain more on the acoustic level, followed by 
semantic, lexical, and syntax, as shown in Figure 2. The relationship between entrainment 
at lexical, syntactic, semantic, and acoustic entrainment was positively correlated in all 
four languages. The results obtained from this analysis will facilitate the identification of 
the most suitable combination of features at different linguistic levels that must be 
emphasized to fine-tune language-based features in SDS for particular languages. 

 
4. Entrainment and non-verbal social cues 
Understanding the underlying relationship between entrainment and non-verbal social 

cues is important. Gaze behavior and emotional expression belong among prominent and 
highly researched cues affecting spoken interactions, but their relationship to speech 
entrainment is still not fully understood. A better understanding of this relationship will 
enable us to determine how the gaze behavior of a robot affects the entrainment of human 
speakers toward the robot and, secondly, which prosodic features should be adjusted 
based on the emotional state of the interlocutor. 

 
 
 
 
 
 
 



 

 

Fig. 1. Summary of entrainment at (a) lexical, (b) syntactic, (c) semantic, and (d) acoustic levels in English 
(EN), Spanish (ES), Hungarian (HU), and Slovak (SK). 

(a) Lexical level   (b) Syntactic level 

 
(c) Semantic level   (d) Acoustic level 

 
 
Fig. 2. Summary of entrainment in each individual language in (a) English, (b) Slovak, (c) Hungarian, and (d) 
Spanish corpus at lexical, syntactic, semantic, and acoustic levels. 

(a) English    (b) Slovak 

 
 

(c) Hungarian   (d) Spanish 

 
 



 

 

 
4.1.  Entrainment and Gaze 

Gaze behavior is an important aspect of social spoken interaction that is realized in 
part through non-verbal signaling. Researchers have explored the relationship between 
gaze and acoustic-prosodic entrainment. In a recent study conducted by [19], speech 
entrainment was analyzed by measuring the mean pitch of subjects interacting with a 
robotic head in two modes of the robot’s gaze behavior (fixed vs. variable) described in 
[16]. The authors reported no significant differences in entrainment between the two 
conditions. In earlier acoustic-prosodic entrainment studies, researchers analyzed eight 
different prosodic features [12, 14], whereas [19] focused on only one feature, mean 
pitch. Employing various acoustic-prosodic features and examining entrainment at 
different linguistic levels can yield a better understanding of the relationship between 
entrainment and gaze. 

The third part of the thesis presents a study to investigate entrainment in Gaze 
Aversion Corpus (GAC) [16] on the four linguistic levels, including acoustic-prosodic, 
lexical, syntactic, and semantic levels under two different gaze conditions (fixed vs. 
variable).  

The observations suggest that speakers tend to entrain more towards a robot in gaze 
aversion conditions on acoustic-prosodic (mean pitch and Noise to harmonics (NHR)) 
and lexical linguistic levels. The findings from the study can help us determine which gaze 
behavior should be adopted by a robot in HMI. 
 

4.2 Entrainment and Emotion 

Emotional cues are important in conveying the speaker’s intent and can greatly impact 
the effectiveness of the communication. The relationship between entrainment and 
emotion was earlier investigated using textual features [5, 6]. However, these studies are 
limited to textual modality, and it is still unclear which prosodic features are relevant and 
how they should be adjusted based on the interlocutor’s emotional state. 

The fourth study analyzed entrainment in the Multimodal EmotionLines Dataset 
(MELD) [20] and explored eight acoustic-prosodic features, including pitch mean and 
max, intensity mean and max, jitter, shimmer, noise-to-harmonics ratio (NHR), and 
speech rate. Entrainment distance was measured between adjacent turns using absolute 
distance. Later, the distances were compared using an unpaired t-test on each prosodic 



 

 

feature in two different ways. First, to understand how speakers behave differently when 
their interlocutors are in different emotional states. The two sets of distances were 
compared, namely, entrainment distance on dyads where a speaker has the same 
emotional state in both sets, and the interlocutor has a different emotional state in both 
sets. For instance, positive-negative and positive-neutral. Secondly, to examine which 
prosodic features are affected by the directionality of the emotional states of the dyads, 
a set of entrainment distances on the emotional state of dyads and another set of inverse 
emotional states of dyads were compared. For instance, positive-negative and negative-
positive. 
 

Table 3. Summary of prosodic features affected when speaker under one emotional state and interlocutors 
under different emotional state (bold emotional state refers more dis-entrainment). 
 
 
 

Emotional state Feature 
negative-neutral and negative-positive 

 
positive-negative and positive-neutral 

 
 

neutral-negative and neutral-positive 

Mean Pitch and NHR 

Max Pitch and Max Intensity 

Mean and Max Pitch, 
Mean Intensity, Jitter and 

Speech rate 
 
 
Table 4. Summary of prosodic features affected when emotional state of dyads are compared interchangeably. 
(bold emotional state refers more dis-entrainment) 
 

Emotional state Feature 
negative-neutral and neutral-negative 

 
negative-positive and positive-negative 
 

neutral-positive and positive-neutral 

Shimmer 

Max Pitch 

Mean Intensity 

 
The study revealed that people tend to dis-entrain with each other on various 

acoustic and prosodic features when experiencing different emotional states. Further, the 
directionality of emotions plays an important role, and dyads dis-entrain different features 
when the directionality of their emotional states is interchanged, i.e., positive-negative to 
negative-positive. The results obtained from the study can be applied to develop 
emotional entrainment functionality in existing SDSs, which positively influences 
entrainment. 
 



 

 

  5. Contributions 
In sum, this thesis provides four main contributions. First, an unsupervised deep 

learning framework is presented that can detect entrainment at different linguistic levels 
using speech and textual features using state-of-the-art DNN embeddings. More 
generally, the immense potential of neural entrainment measures is highlighted, which 
can be employed in existing SDS for automatically detecting entrainment in different 
linguistic dimensions. Secondly, this thesis contributes knowledge towards entrainment 
at multiple linguistic dimensions in different languages and how linguistic dimensions are 
related. To the best of current knowledge, this is the first cross-comparative study that 
concentrates on entrainment in four linguistic dimensions utilizing speech and textual 
features using comparable tools and methodologies. Thirdly, the relationship between 
entrainment and emotion was explored using speech features. This dissertation provides 
a better understanding of how prosodic features participate in entrainment based on the 
emotional state of speakers, which in turn provides suggestions for how to implement 
emotional entrainment functionality in SDS meaningfully. Finally, as a part of exploring 
the relationship between gaze and entrainment, this dissertation provides an 
understanding of how the gaze behavior of a robot affects the entrainment at different 
linguistic dimensions. This understanding is an essential step in planning the robot’s gaze 
behavior. 
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