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ABSTRAKT

Modelovanie I'udskej vizudlnej pozornosti je vyskumnou doménou aplikovanej infor-
matiky uz niekol’ko desat’roci. Ciel'om vyskumu v danej oblasti je tvorba vypoctovych
modelov, ktoré simuluji proces I'udského vizudlneho vnimania. Takéto modely maji
vyznamné vyuZitie v mnohych aplikanych oblastiach informatiky, a to od spracovania

signdlu az po sticasné, inovativne algoritmy pocitacového videnia a grafiky.

Tvorba vypoctovych modelov vizudlnej pozornosti je netrividlnou tlohou pre komplex-
nost’ procesu l'udského vizudlneho vnimania, ako aj pre narocnost’ skimania javov,
ktoré vizudlnu pozornost’ ovplyviluji. V tejto dizertaCnej praci sa zameriavame na naj-
modernejSie trendy v oblasti modelovania 'udskej vizudlnej pozornosti, vratane metéd
aplikujdcich strojové u€enie a umeld inteligenciu, s vyuzitim r6znych architektir neuré-

novych sieti a personalizovaného ucenia.

OdréaZajic sa od stavu si¢asneho poznania mame za ciel’ pokrocilymi vypoctovymi al-
goritmami analyzovat’ vizudlnu pozornost’ ¢loveka vratane aspektov, ktoré ju ovplyv-
fujd, a tvorit’ vlastné inovativne modely vizudlnej pozornosti, ktoré si zaujimavé pre
d’alSie vedecké aplikdcie v r6znych odvetviach. Chceme tieZ uvazovat’ doteraz nepres-
kimané fenomény v modelovani vizudlnej pozornosti, ktorymi si vnimanie aspektu
hfbky v rdznych typoch prostredia, vplyv vnitorného stavu ¢loveka na vizudlnu po-

zornost’, ¢i personalizdcia modelov vizualnej pozornosti.

KrPiacové slova: pocitacové videnie, modelovanie I'udskej vizudlnej pozornosti, vizu-

alna vyraznost’



ABSTRACT

Visual attention modelling has been an open research domain in the field of applied
informatics throughout the past decades. The ultimate aim of the research in the field
is to propose computational models of visual attention which are able to simulate the
complex process of human visual attention. These models are widely used in many ap-
plication domains, including signal processing and novel computer vision and graphics

algorithms.

It is a non-trivial task to formally define a computational model of human visual at-
tention. The complexity of the visual attention processes is high, and there is a wide
range of aspects affecting visual attention in a natural environment. We aim to focus
on the novelties and recent trends in visual attention modelling, including innovative
machine learning methods, artificial intelligence and personalised attention modelling

in this dissertation thesis.

Based on the analysis of the state-of-the-art in visual attention modelling, we aim to
analyse human visual attention alongside the aspects affecting attention using advanced
computational algorithms and propose our own innovative models of visual attention
with perspective for future applications. Our goal is to focus on the phenomena which
were not thoroughly studied before. These include binocular depth perception in vari-
ous types of the environment, the impact of the internal state of the observer on visual

attention, or the recent research field of personalised attention modelling.

Keywords: computer vision, visual attention modelling, visual saliency
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1 Introduction Miroslav Laco

1 Introduction

The main principles of the attention mechanisms are prioritization and selectivity to
choose the most significant stimuli from the perceived scene to process [22]. Visual at-
tention is a set of non-trivial phases and processes and, thus, attracted researchers many
decades ago to start its exploration. Nowadays, we know much about visual perception,
and attention from the neuro-psychological point of view [21, 22, 66]. However, we
are still not able to define visual attention completely, and further research is required
to help us better understand this phenomenon. One of the biggest challenges related
to visual attention research is the formal definition of attention along with building up
visual attention models. Much effort has been put into visual attention modelling during
the past decades [8, 7]. However, the models are still not able to simulate human atten-
tion behaviour under specific conditions and to treat it as a subject of individuality and
uniqueness [7, 23].

The main contribution of this thesis can be divided into these points:

1. analysis and quantification of the exogenous bias of the depth cues on the binocu-
lar vision in different types of the environment (real environment, virtual environ-
ment, two-dimensional captures of the real environment) with a comparative anal-
ysis based on the self-proposed empirical study with artificial scene setup using
visually neutral objects placed in the peripheral visual field in various distances
from the observer as proposed by Wang et al. [70],

2. analysis and quantification of the endogenous bias of the internal state of the ob-
server on the visual attention in the means of the affective, emotional state based
on the self-proposed empirical study,

3. methodology for personalization of the visual attention models as a personalized
attention fingerprint of the individuals based on the endogenous bias of the indi-
viduality on the visual attention for generating personalized attention predictions
over unseen visual stimuli.
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2 Visual Perception

Eye movement analysis is essential for measuring visual attention and creating datasets
containing information about people’s visual attention.

Fixation is a period during which our visual system collects visual information from a
specific part of the scene, analyses the collected information, and forms the decision (i.e.
reaction to the stimulus) [39, 62].

Saccade refers to a period during which the eye is physically directed by fast moving
towards the very next stimulus at the scene [39, 62].

The aspects which influence and drive attention are generally divided into two main
groups based on their characteristics. Bottom-up aspects are scene-driven, which means
that their origin is in the perceived scene or image itself [8, 7]. Some bottom-up aspects
(i.e. colour, intensity, shape) can be perceived from a single retinal image; hence, they
are subject to monocular vision. There is a specific group of aspects that are bound to a
combination of monocular and stereoscopic binocular vision and a three-dimensional
environment [37]. A combination of bottom-up aspects is a base for the so-called
saliency of a particular part of the scene. Bottom-up saliency is a measure of the sig-
nificance of parts of the scene that drives the attention [8]. The more salient a part of
the scene is, the higher the probability of grabbing our attention. In contrast, top-down
aspects have their origin inside us and are driven by our prior knowledge, experience,
memory, goals or visual task performed over the scene (also known as goal-driven as-
pects) [8].

The prerequisite for the visual perception process to be initiated is a visual scene con-
taining a set of visual elements, which enters our visual system through the eyes as a
visible wavelength spectrum. Visual elements and their interposition in the scene itself
carry a certain level of bottom-up-based saliency. The saliency of these scene parts then
compete for our attention resulting in producing a set of measurable fixations on cer-
tain parts of the visual scene in a particular order based on their importance [39, 62].
The importance is influenced not only by the bottom-up saliency of the scene parts but
also by the top-down features. The context building up the top-down effect on the vi-
sual attention also includes the actual internal state of the individual, which consists of
a stable background the individual carries (i.e. gender, education, previous experience,
memories) and a temporal internal state of the observer which can change over time (i.e.
emotional state).
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3 Visual Attention Modelling

To model the complex process of visual attention, we first need to capture the data
about the visual attention of a subject. Non-intrusive and the most common method for
measuring attention is eye-tracking. The output of the eye-tracking is often a reference
to the frame of the perceived scene and the point coordinates of the gaze position at
the frame [17]. The measured visual attention data in the means of the time-series of
gaze points representing the attention behaviour of the observers are usually classified
into fixations and saccades using standard algorithms such as velocity threshold identi-
fication (I-VT) or dispersion threshold identification (I-DT) fixation classifier (more in
Komogortsev et al. [34]). There are dozens of visual attention datasets from the past 20
years.

SALICON was introduced by Jiang et al. [33]. It consists of 20000 images of natural
scenes taken from the MS COCO dataset [47]. The visual stimuli were viewed by 60
participants of the mouse tracking study.

CAT2000 was published by Borji et al. [9]. The dataset consists of 4000 visual stimuli
classified into 20 categories based on the nature of the presented natural or artificial
scenes. The authors guarantee that at least 18 statistically relevant participants viewed
each stimulus.

Visual attention modelling is a research area that has its base in the early 1980s when
Treisman and Gelade [69] formalized their feature-integration theory. dThe feature in-
tegration theory and the computational model proposal inspired the research group of
Itti et al. [29] to build up one of the first computational saliency models, referred to as a
baseline nowadays.

One of the largest groups of the attention models were cognitive models [28, 27], Bayesian
models [75, 68, 27], decision theoretic models [20, 50], information theoretic mod-
els [11, 12, 26, 52] and graphical models [49, 2, 24]. A large group of the latest models
are based upon Convolutional Neural Networks (CNNs), which have an outstanding
ability to learn and predict salient regions from the multi-scale features using the typical
multi-layer architecture [7]. One group of models based on the CNNs are models which
extract high-level features from the images and apply the Multi-Layer Perceptrons as the
last layer [76, 41, 71, 45]. The second group of models is based on the CNNs are models
which apply a Fully-Convolutional Layer as the last layer of the network [25, 43, 44].

Standardized evaluation methods and metrics have developed throughout the last decades
of visual attention modelling. These include Area under Receiver Operating Characteris-
tic, Normalized Scanpath Saliency, Linear Pearson’s Correlation Coefficient, Kullback-
Leibler divergence, Similarity and Information Gain [13].
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4 Research theses

4.1 Exogenous Bias of Depth Cues on Binocular Vision

Depth cues are essential aspects that bias the attention significantly under certain condi-
tions [14, 61, 40, 31]. There is a lack of a robust comparative study on the depth bias of
the attention in various environmental conditions, speaking about binocular depth cues
perception:

¢ in the real environment,
* in the virtual reality,
» from a wide-screen display.

Based on the conclusions of Itti et al. [30] and Wang et al. [70], we formulate a null
hypothesis and alternative hypothesis about the depth pop-out effect as follows:

e H1.1y: Fixation density distribution on the identical objects in the given visual
scene is equally distributed regardless of the differences in the distances of the
objects from the observer in the scene from the neighbouring objects.

e H1.1;: Fixation density distribution on the identical objects in the given visual
scene is not equally distributed and is dependent on the differences in the distances
of the objects from the observer in the scene from the neighbouring objects.

The independent variable for the proof of this hypothesis is the distance of one part of
the visually neutral scene. The dependent variable, in this case, is the distribution of the
fixation densities on the parts of the visually neutral scene.

We formulate a null hypothesis and alternative hypothesis about the effect of the dis-
tances of the parts of the visual scene from the observer on the saliency of these parts as
follows:

e H1.2y: Fixation density distribution on the identical objects in the given visual
scene is equally distributed regardless of the distance of the objects from the ob-
server in the scene.

e H1.2y: Fixation density distribution on the identical objects in the given visual
scene is not equally distributed and is dependent on the distance of the objects
from the observer in the scene.

The independent variables for the proof of this hypothesis are the distances of the parts
of the visually neutral scene. The dependent variable, in this case, is the distribution of
the fixation densities on the parts of the visually neutral scene.
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4.2 Endogenous Bias of Emotional State on Visual Attention

We expect that human visual attention behaves differently not only when being exposed
to various types of stimuli but also for various manipulations with the emotional bias of
the subjects [6, 1].

Based on the nature of our perspective of view on the emotionally affected attention bias,
we pose a null hypothesis about the impact of distraction, engagement and motivation
aspects and their affect on the visual attention of an observer in terms of visual search
performance as follows:

e H2.1p: Manipulating the original emotional state of a subject with a positive
emotional bias has not an impact on one’s visual search performance.

e H2.1;: Manipulating the original emotional state of a subject with a positive
emotional bias has an impact on one’s visual search performance.

The independent variable for the proof of this hypothesis is the emotional bias of an
observer (either positive or neutral) in comparison to the neutral emotional state of the
subject by the start of the experimental study. The dependent variable, in this case, is the
distribution of the results of subjects’ visual search performance while accomplishing
various visual search tasks.

Based on the nature of our perspective of view on the emotionally affected attention
bias, we pose a null hypothesis about the impact of distraction, engagement and moti-
vation aspects and their affect on the visual attention fingerprint of a subject in terms of
distribution of fixations for a set of given visual stimuli as follows:

e H2.2p: Manipulating the original emotional state of a subject with a positive
emotional bias does not change one’s distribution of fixations for a set of given
visual stimuli.

e H2.2p: Manipulating the original emotional state of a subject with a positive
emotional bias do change one’s distribution of fixations for a set of given visual
stimuli.

The independent variable for the proof of this hypothesis is the emotional bias of an
observer (either positive or neutral) in comparison to the neutral emotional state of the
subject by the start of the experimental study. The dependent variable, in this case, is
the distribution of fixations for a set of given visual stimuli.

4.3 Endogenous Bias of Individuality on Visual Attention

Nowadays, there is strong evidence that personalised attention research and modelling
would help us not only to open new possibilities in application fields related to attention
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modelling [23, 35], but even enhance the precision of the existing models [42, 72, 46,
74].

Based on the nature of our assumptions, we pose a null hypothesis and alternative hy-
pothesis about the proposed personalisation methodology of the generalised visual at-
tention model as follows:

* H3.1p: Personalisation methodology applied on the chosen generalised visual at-
tention model does not result in a personalised visual attention model with higher
accuracy of the visual attention predictions for a given set of visual stimuli for a
concrete subject than the basal generalised visual attention model.

e H3.1;: Personalisation methodology applied on the chosen generalised visual at-
tention model results in a personalised visual attention model with higher accuracy
of the visual attention predictions for a given set of visual stimuli for a concrete
subject than the basal generalised visual attention model.

The independent variable for the proof of this hypothesis is the proposed personalisa-
tion methodology applied on the chosen generalised visual attention model. Dependent
variables, in this case, are the results of standard metrics for evaluation of the visual
attention models evaluated over a test dataset containing visual stimuli and the ground-
truth fixation maps the models have never seen.

Based on the assumptions, we pose another null and alternative hypotheses as follows:

e H3.2y: Distribution of the AUC-Judd improvements of the visual attention pre-
dictions generated by the personalised visual attention model over the basal gen-
eralised visual attention model evaluated on the statistically relevant number of
subjects is from a normal distribution with the mean laying in the interval <
—0.005; +0.005 >.

* H3.2;: Distribution of the AUC-Judd improvements of the visual attention pre-
dictions generated by the personalised visual attention model over the basal gen-
eralised visual attention model evaluated on the statistically relevant number of
subjects is from other than the normal distribution.

The independent variable for the proof of this hypothesis is the proposed personalisation
methodology applied on the chosen generalised visual attention model. The dependent
variable, in this case, is the distribution of the improvements of the visual attention pre-
dictions generated by the personalised visual attention model over the basal generalised
visual attention model evaluated by the AUC-Judd metric on the statistically relevant
number of subjects.
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S Exogenous Bias of Depth Cues on Binocular Vision

Research studies related to the depth perception and modelling of the depth cues are
generally divided into two main categories:

* studies which examine monocular depth cues [63, 18, 51],

* studies which examine depth cues as a combination of the monocular and binoc-
ular cues [70, 57, 37].

A special category of studies is the one that aims to compare depth perception from the
two-dimensional and three-dimensional environment and, hence, is a combination of
both of the categories [14, 61, 40, 31].

During the following years, the utilization of stereoscopic displays in attention research
greatly influenced the examination of depth cues. Stereoscopic displays were used in the
studies of Lange et al., and Wang et al. [40, 70]. Both of the research teams projected
static stereoscopic images to participants during the eye-tracking study. While in the
work of Lang et al. [40] it was a set of 600 images from the natural environment, in the
work of Wang et al. [70] it was a set of artificial images where all other aspects biasing
the attention were eliminated. Lang et al. found out that depth cues bias the attention
more significantly at farther locations when it comes to the real environment. They state
that the relationship between the object’s saliency and its distance from the observer is
non-linear. Moreover, closer objects were fixated by participants of their study more
frequently than the farther ones.

Wang et al. [70] addressed the problem of quantification of depth bias on visual atten-
tion. The quantification of such a complex phenomenon is a non-trivial task and requires
isolation of the examined cues from the influence of the others. Therefore, they proposed
an experimental study to explore the impact of depth cues on attention while viewing
artificial stereoscopic images with the suppressed influence of other aspects influenc-
ing attention. The artificial scene was made up of regular salt and pepper noise in the
background and 8 static identical white circular objects. Each object could appear at a
different distance from the observer in the stereoscopic three-dimensional space. None
of the objects was situated in the central visual field of the observer to suppress strong
visual centre bias. Wang et al. found out that 20% of the total fixations were bound
to the closest objects, them the most salient from the depth perception perspective of
view [70]. However, the farthest objects were fixated significantly earlier than the closer
ones.

We proposed and conducted extensive eye-tracking experimental studies focused on the
visual depth bias to assess our hypotheses. We build up mainly on the work of Wang et
al. [70] and use a similar visual scene setup as proposed in their work in a different kind
of more realistic environment. Many improvements were made to the original proposal
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of Laco et al. [37] by Laco et al. [38]. The schematic view of the octagonal object
configuration for the eye-tracking study, alongside the object labelling, is visualised in
Figure 1 and Figure 2. The setup was arranged in a laboratory with a visually neutral
background.

57 cm A 57cm B 57 cm 93 em
— —
H C
v -’ 190 cm
G D
- v 148 cm
F E
yL 114 cm
x ‘ «

Figure 1: Schematic view of the proposed object configuration from the observer’s per-
spective of view (frontal view). The objects are labelled and arranged in the octagonal
configuration to avoid the strong visual centre-bias.

The eye-tracking study with the wide-screen display took place with 25 participants
(aged T = 21.3;0 = 1.2 years, where 7 further denotes mean value of the sample
and o denotes standard deviation), while the eye-tracking study in virtual reality took
place with 38 participants (aged * = 22.1;0 = 0.7 years). The acquired dataset from
the eye-tracking studies in reality contained the eye-tracking data from 28 participants
(aged T = 21.7; 0 = 0.8 years).

The first configuration type was evaluated with an aim to prove trends of higher fixation
density on the popping-out objects to assess our null hypothesis H1.1,. We found out
statistically significant differences in the fixation density distributions and a weak pos-
itive correlation between fixation densities and the objects’ depth pop-out effect on the
visual saliency (r = 0.145;p < .001). We reject the null hypothesis [{1.1 and accept
the alternative hypothesis H1.1;.

For other object configuration types, we found out statistically significant differences
in the fixation density distributions using the ANOVA test. We found out that we have
to reject H1.2¢ for all configurations for the virtual reality and real environment, thus,
accepting alternate hypothesis H 1.2, about the existence of the differences between fix-
ations densities on the objects in different distances from the observer. Furthermore, we
were looking for a positive correlation between the fixation densities and object depths
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Figure 2: Schematic view of the proposed object configuration from the bird perspective
(top view). The objects can be placed at 6 different, labelled depth levels with the
constant distance difference between each level.

to explore the relationship between depth bias trends for each scene configuration type.
The correlation is generally present, but is weak (r = 0.199;p < .001). Nevertheless,
the trends of the higher depth saliency of the closer and farther objects are still obviously
present, as studied by Desingh et al. [14] and Ramasamy et al. [61].

The first key to the internal validity of the comparative study is the consistency of the
visual scene across different types of the environment. Therefore, two-dimensional and
three-dimensional captures of the prepared scenes in the real environment were created
to use them further for the two-dimensional widescreen projection and in virtual reality,
respectively. The second key to the internal validity of each o the studies in a different
type of the environment is the consistency of the control variables, namely background
setup of the visually neutral scene, lighting conditions, position and direction of the par-
ticipant’s visual field across all participants and all visual scenes presented to them. We
rely on the assumption that the internal validity was maintained due to the design of the
methodology for the study, where the initial calibration of the participant’s perception
was triggered by freely looking at the environment with an internally valid initial cali-
bration scene setup for the concrete type of the environment. We assume that the depth
perception of the participant is then further dependent on this initial state and perception
mechanisms estimate and guess the distance relative to the reference obtained during the
calibration step [53].
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Speaking about the external validity, we have to point out that the designed comparative
study on the binocular depth perception under 3 different environmental conditions (re-
ality, virtual reality, two-dimensional widescreen projection) was placed into laboratory
conditions for each type of the environment. We propose the study in the laboratory con-
ditions because of the motivation to contribute to the previous work of Laco et al. [37]
and Wang et al. [70] by moving research in the field of quantification and modelling of
the binocular depth perception a step further where control variables for each type of
the environment can be maintained. Therefore, we claim that the results, findings and
discussion are bound to the artificial scenes designed in the laboratory conditions where
some depth cues helping the depth estimation and guessing could not play and, there-
fore, could not impact the attention tendencies of the participants. Moreover, we have
to emphasize that we can speak about the limited external validity in the indoor envi-
ronment with the artificial lighting and relatively small absolute distance of the farthest
objects (395 centimetres by the design of the laboratory). Our work can be extended
and realized in an unconstrained outdoor environment if the authors can bring up a solu-
tion for maintaining control variables unchanged to make the evaluation possible in the
future.

10
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6 Endogenous Bias of Emotional State on Visual Atten-
tion

There is an evidence that distractors and engagement factors, along with the motivation,
have a clear impact on the visual attention [19, 55, 67, 59, 4, 56, 54]. Therefore, we
decided to examine this open research topic further.

Emotions and their temporal state belong to the individual internal factors which act as
distractors when it comes to the impact on visual attention, according to several stud-
ies[19, 55, 67, 59]. This fact is closely related to the broaden-and-build theory intro-
duced by Fredrickson et al. [19]. This widely spread and accepted theory about the
emotional bias of attention claims that positive emotions broaden attention significantly.
It enlarges the set of visual stimuli the observer is able to be focused on and enhances
the set of the possible reactions in a particular and individual way. Therefore, there is
strong evidence of spreading attention when observing stimuli under emotionally non-
neutral conditions. Moreover, individuality plays a significant role, and the correlation
of the measured attention between examined subjects should be lower than under neutral
conditions. Later on, Rowe et al.[64] proved the broaden-and-build theory claiming that
a positive mood inducted more semantic associations related to the observed scene in
comparison with the observers in a neutral mood. On the other hand, a few studies are
not consistent with this theory when it comes to visual search tasks.

Internal motivation and engagement based on the emotional state of the observer is an-
other individual factor with an impact on the attention [4, 56, 54]. There is a notice that
emotion drives motivation and enhances visual performance[60, 5, 56]. Internal motiva-
tion can be a powerful aspect affecting attention, which suppresses other aspects, such
as distractors, and causes even a lack of control over the attention[54]. Studies proved
that fear is such a motivational aspect affecting the attention [4] and visual search. Ac-
cording to Ohman et al.[56], stimuli inducing fear were found by the observers much
faster than neutral stimuli.

Surprisingly, engagement is an aspect with the opposite effect of motivation. Generally,
lower engagement in the visual task is beneficial for the visual performance [65, 58, 32].
Smilek et al. [65] state that this fact may be based on the assumption that higher en-
gagement suppresses the natural automatic visual perception process causing the visual
system to perform worse and even causing the unwanted attentional blink, according to
Olivers et al. and Jefferies et al.[58, 32].

Modelling the visual attention concerning the internal state of the observers (their emo-
tional state, erosion rate, motivation and engagement rates) may be beneficial in various
ways. Knowing this quantified information about the individual observers would help
us suppress these factors’ impact in the measured attention data while studying scene-

11
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driven aspects solely. Moreover, it could bring us completely new possibilities in the
modelling of personalized visual attention [72, 73]. Some studies took into account the
impact of emotions in the process of attention modelling [48, 15]. These proposals con-
sider emotionally-tuned reactions to certain stimuli like snakes or flowers at the scene
and train their models with the pictorial data labelled with emotionally-tuned responses
on specific scene locations. However, there is a lack of models which would take into
account the temporal internal state of the observer regardless of the pictorial stimuli.
The impact of the temporal emotional state of the observers on their attention behaviour
should be thoroughly examined to open up such possibilities.

We propose a methodology for the experimental eye-tracking study to obtain visual
attention and visual performance data about a statistically relevant sample of subjects to
be able to evaluate and discuss hypotheses H2.1g and H2.2y. The experimental eye-
tracking study should consist of these phases for each of the participating subjects:

1. the introductory instructions,
2. the emotion induction session with an expert in psychology,
3. the eye-tracking session.

We used 40 emotionally-neutral images as the visual stimuli for the study. From these,
26 images were artificial images designed by the team of Laco et al. [1] (see Figure 4)
and 14 were captions of natural scenes from the COCO dataset [47] (see Figure 3).

(a) (b)

Figure 3: Examples of the images from the COCO dataset [47] chosen for the free-
viewing task.

The three types of visual search tasks designed for the eye-tracking study were:
1. Search tasks:

(a) FO-task: find a specific target object among non-targets (e.g. find a triangle;

12
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(a) FO task: find bananas. (b) FOA task: find circle. (c) FU taks: find unique object
(green butterfly).

Figure 4: Examples of the images used for the visual search tasks [1].

14 tasks),

(b) FOA-task: find any one specific target object among non-targets where
more objects meet the specific criteria (e.g. find any cloud; 5 tasks),

(c) FU-task: find a unique object whose visual attributes differ from other ob-
jects’ attributes (9 tasks),

2. V-task: free view of an image (5 tasks),
3. M-task: memorize the image content (5 tasks).

A total of 39 participants were assigned to the emotionally neutral group (N-group),
43 participants were assigned to the emotionally affected group using positive mem-
ory recall (PI-group), and 24 participants were assigned to the emotionally affected
group using music with positive affect (PM-group). Subjects belonging to the PI group
(Mg, = 2) were significantly more positive than those in N group (Mg, = 3) (U =
610,p = .024) (lower My, means ‘higher positivity and enthusiasm). Similarly, sub-
jects from the PM group (My,, = 2, 5) were significantly more positive than those from
N group (My,, = 3) (U = 312,p = .018).

We analysed the statistical significance of the TCT metrics results over the N, PI and
PM groups for each of the search task types separately using the one-way ANOVA
test [10] and over the PI and PM groups with the control group separately for each of
the search task types using the two-tailed #-test [10]. We observed the lowest statistical
p-values only for the FO task between all of the groups (F' = 2.3865,p = 0.0977),
the FO task between the PM and N group (¢ = 1.6099,p = 0.1133) and the FU task
between the PM and N group (t = 1.8977,p = 0.0642). Considerably better search
performance of subjects was bound to the stimuli where the target differed from the
non-target by a limited number of the bottom-up visual attributes. The statistics did not
prove any significant difference between the examined groups in the means of the TCT
distributions and, thus, we have to accept null hypothesis H2.1.
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The lowest average fixation correlation was achieved by the subjects in the PM group
for the FOA task types (z = 0.370;0 = 0.075). Here, the broaden-and-build theory
affected the subjects greatly as the distraction caused a wide broadening of the subjects’
attention for a wider set of targets, mainly differing in many bottom-up attributes. Even
though the fixation correlations are higher for the other task types, they are still low for
accepting null hypothesis H2.2 for the M task type (z = 0.662;0 = 0.061), FU task
type (x = 0.628; 0 = 0.077) and V task (z = 0.513; 0 = 0.169). We conclude that the
bottom-up attention of a subject under higher encouragement and distraction state, thus
broadening the subject’s attention, leads to different footprints than those of the non-
affected subject. We consider null hypothesis H2.2; as rejected and, thus we accept
alternative hypothesis H2.2;.

14
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7 Endogenous Bias of Individuality on Visual Attention

Personalized attention models have the potential to perform better than generalized at-
tention models when predicting the attention tendencies of a certain subject [3, 23, 72,
42]. Along with one of the first publications related to personalized attention modelling,
the extensive Personalized Saliency Dataset (PSD) was introduced by Xu et al. [72]. The
dataset contains 1600 images of natural scenes from various sources. Each image was
observed for 3 seconds by a sample of 30 participants during the extensive eye-tracking
sessions.

It has been already demonstrated that deep learning techniques are beneficial to use for
modelling personalized attention [74, 46]. Yu et al. [74] in their work aimed to gener-
ate personalized saliency maps using Deep Convolutional Adversarial Network, which
takes as an input only the image data and corresponding saliency maps of the individu-
als. They conclude that the proposed network efficiently generates saliency maps with
a focus on personalization based on age and the natively spoken language of the sub-
jects. Similarly, Lin et al. [46] proposed a personalized model based on deep learning
and a convolutional network with shared feature extraction layers and two input streams
consisting of a generalized saliency map for the given image and the preference fitting
stream as the representation of the individual’s characteristics. There is a conclusion stat-
ing that the more biased the individual’s attention compared to the generalized model,
the better the performance of their personalized model is. Therefore, it is reasonable
to put great effort into personalized attention modelling and its applications during the
following years.

We build our proposal for attention model personalization on the assumption that stan-
dard state-of-the art attention models are able to capture attention tendencies for the
major population with high precision [7]. An overview of the personalization methodol-
ogy for generating a personalized attention model based on a generalized visual attention
model for a specific subject can be found in Figure 5.

We decided to prove our methodology proposal and assess our hypothesis over the MSI-
NET architecture [36] scoring one of the highest scores in evaluation metrics in the
MIT/Tuebingen saliency benchmark. The saliency metrics we propose to evaluate are
according to the recommendation of Borji et al. [7], and Bylinskii et al. [13]: AUC-
Judd, AUC-Borji, NSS, SIM, CC, KL-Div. For the discussion purposes, we statistically
generalized the evaluation data in the form of an average of the improvements across the
personalized attention models using these saliency metrics. The aggregated results are
visualized in Table 1.

We claim that quantitative results, their distribution and qualitative analysis undoubtedly
indicate that the proposed methodology for personalisation of the attention models is
beneficial for more precise predictions for the statistical majority of the relevant 10-
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SALICON dataset CAT 2000 dataset P_ersonalized r+ =+ Transfer learning
Saliency Dataset . !
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Architecture of the | Generalized Visual | Personalized Visual
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Figure 5: Visualization of the general claim about creating visual attention models where
the nature of the data defines the resulting attention model with a shared architecture able
to extract visual attention tendencies.

fold cross-validated subset of subjects in the evaluation dataset with certain limitations
discussed in this paragraph. Therefore, we claim that the discussed results reject null
hypothesis H3.1y and we consider alternative hypothesis H3.1; as accepted.

On the other hand, the Shapiro-Wilk test rejected the hypothesis H3.2p (oo = 0.05;p <
.01) that the AUC-Judd distribution of the improvements of the visual attention predic-
tions generated by the personalized visual attention model over the generalized visual
attention model is from the normal distribution (see Figure 6). Therefore, we should
reject null hypothesis 3.2y and accept the alternative hypothesis H3.2;.

Based on the quantitative evaluation, we prepared representative visualizations of the

. . Generalized Personalized

Metric Unisal [16] n\ro1 Net [36]  MSI-Net
AUC Judd(1) 0.8847 0.8906 0.8978
AUC Borji(1) 0.8251 0.8399 0.8369
NSS (1) 2.2923 2.2667 2.4605
SIM (1) 0.5255 0.5291 0.5624
CC () 0.6369 0.6305 0.6692
KLD ({) 0.9730 0.8709 0.7759
IG GSM(1) -0.1934 0.0000 0.1364

Table 1: Metric results of the proposed personalized model predictions averaged
throughout participants compared with the basal model on the PSD dataset [72].
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Figure 6: Distributions of the AUC-Judd and IG GSM metric improvements of the vi-
sual attention predictions generated by the personalized visual attention model over the
generalized visual attention model for the PSD dataset [72].

qualitative results to discuss the performance of both versions of the personalized mod-
els for specific subjects. We can see obvious benefits of the model personalization in
Figure 7 which was chosen as the positive extreme in the improvement of the personal-
ized model over the general one. On the other hand, the opposite extreme is visualized
in Figure 8.

From the visualizations in Figures 7 and 7, we can observe that the personalization
improves the model greatly in the mean of reducing false negatives in predictions over
the ground-truth data. This is also reflected by the improvements in the IG GSM met-
ric, which is sensitive for such a model behaviour. It comes out from the application
praxis where omitting some important regions from images (false negatives) is worse
than marking more image regions as important (false positives). However, the conse-
quence of the improvement in reducing false negatives is obviously in the introduction
of more false positives than the generalized model predictions suffered from. This bal-
ance is then penalized by some of the common metrics such as AUC-Borji, or NSS.
Thus, our personalization approach resulted in a worse average AUC-Borji score. How-
ever, by qualitative analysis of the mentioned Figures, we claim that the loss on this
metric has no negative impact on the general performance of the personalized models.
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Figure 7: Examples of the qualitative improvements of the personalized saliency predic-
tions using our proposed personalization methodology (on the right side) in comparison
with the generalized prediction of the basal generalized visual attention model (in the
middle) over the input visual stimuli (on the left side) from the PSD dataset [72]. The
green colour is mapped to true positives, the red colour to false negatives and the blue
colour to false positives.
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“.' ‘ -n

Figure 8: Examples of the limitations of the personalized saliency predictions using
our proposed personalization methodology (on the right side) in comparison with the
generalized prediction of the basal non-personalized model (in the middle) over the
input visual stimuli (on the left side) from the PSD dataset [72]. The green colour is
mapped to true positives, the red colour to false negatives and the blue colour to false
positives. We stress out mainly the model’s confusion for certain types of image inputs
where the prediction is very spread towards the background and the limitations towards
understanding higher top-down context present in the image.
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8 Conclusions

We analysed principles of visual perception and attention to kick off our research in
the growing application field of visual attention modelling. We recently identified open
research topics in the field and novel perspective research directions in visual attention
modelling. Based on the identified topics within the field of visual attention modelling,
we formulated three research theses matching our research goals in the form of mul-
tiple hypotheses. We initiated thorough research of the state-of-the-art directly related
to the research topics regarding the identified theses. For each of the theses, we identi-
fied the actual motivation for solving the problem in the application fields in the future,
formulated our assumptions related to the identified hypotheses, proposed a research
methodology to solve and thoroughly discuss and assess the hypotheses using advanced
principles of computer vision, statistics for the experimental studies, and deep-learning
techniques. We proposed the evaluation methodology for each of the hypotheses. The
results obtained using the proposed methodologies were presented and discussed based
on the evaluation methodology. The hypotheses for each thesis were assessed and eval-
vated. Finally, we discussed applying our research results to the state-of-the-art in the
field and discussed the possible future applications. In conclusion, this thesis is a com-
plete research work on the three chosen research topics, which push the knowledge in
the field towards further progress.

In our future work, we aim to continue further the research related to individuality in
attention modelling. We aim to start a cooperation with experts in the field of human-
computer interaction and medicine diagnostics to discuss the further necessary steps to
take to apply our research into praxis.
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