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Abstract
The growing number of connected vehicles is referred to as the Internet of Vehicles.
Our research firstly classified di!erent communication types and quality of service
improvement on the edge servers in the IoV, mainly in V2X communication with
surrounding services. In the second part of the thesis, we focused on di!erent
network parameters between the CAV and supporting infrastructure, primarily on
the edge servers’ communication latency and computation task processing period.
As part of our analysis, we described existing solutions for vehicle-to-edge commu-
nication with the primary concern of increasing the quality of service. We studied
several optimization methods resulting in better latency and e!ective resource
management at the edge servers in this context. At the end of the analyzed part,
we evaluated and proposed possible improvements in resource orchestration and
management, providing acceptable latency at the edge servers, where the primary
purpose is balanced and e!ective computational resource management. Based on
the analysis of the studied optimization approaches and the possible modifica-
tions to be used in our work, we proposed their inclusion in the final solution.
The proposed orchestration platform for the IoV environment supporting the V2X
communication is tested in a simulated environment, and the results are compared
to existing solutions in this domain.
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1. Introduction

We are on the brink of a revolutionary era in Connected Autonomous Vehicles
(CAVs), it is expected to bring a lot of significant changes in user experience, road
safety, environmental impact, and the development of advanced applications [1].
The realization of this ambitious vision relies on the establishment of a strong
and advanced infrastructure for the Internet of Vehicles (IoV). This infrastructure
should possess the capability to e"ciently handle a vast amount of requests and
data concurrently [2]. The achievement of this vision relies on the capacity of the
underlying infrastructure to fulfill these requirements, aiming for ultra-reliable,
high-speed, and low-latency information exchange [3].

The emergence of edge, fog, and cloud computing has brought about a significant
change in the way tasks are handled. This new paradigm enables vehicles to
transfer their workload to highly capable servers located nearby [4]. The popularity
of this approach has increased thanks to the introduction of 5G technology, which
is well-known for its low latency and high-speed data transfer capabilities [5]. The
upcoming 6G network technology is expected to have a significant impact on the
field of Internet of Vehicles (IoV) [6]. It is anticipated to introduce novel materials,
innovative technologies, and advanced algorithms, thereby revolutionizing the IoV
landscape.

Our research aims to thoroughly examine and enhance the processes involved in
task o#oading from vehicles to the cloud infrastructure, specifically referred to
as Vehicle-to-Cloud (V2C) or Vehicle-to-Infrastructure (V2I). Our objective is
to enhance the Quality of Service (QoS) in the IoV domain by enabling real-
time computation and processing capabilities while minimizing any negative im-
pact on the user’s experience. We specifically emphasize improving Vehicle-to-
Everything (V2X) communication. In order to achieve this objective, we thor-
oughly analyze the current methodologies in this field, with the goal of introducing
new and improved strategies for e!ectively managing and coordinating computa-
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Chapter 1. Introduction

tional resources at the edge. Our research is focused on developing a dependable
and e"cient infrastructure to support the upcoming 6G network and its significant
impact on the IoV. This infrastructure aims to provide reliable connectivity, min-
imize delays, and optimize resource usage. The establishment of this foundation
is crucial for meeting the complex demands of 6G-V2X networks, which will usher
in a new epoch of vehicle communication and connectivity.
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2. Internet of Vehicles

Nowadays, transportation systems are increasingly being intensified, hitting their
limit globally as their usage keeps growing rapidly. However, many systems are
ine"cient, and the upkeep and upgrade costs are becoming marginal [7]. Currently,
there are more than one billion vehicles used in the world, with a prediction to
hit two billion by 2035, which could increase tra"c congestion and a number
of car accidents [8]. To cope with the evolving and emerging requirements and
paradigms like the Internet of Things (IoT), cloud, edge, and fog computing have
led to the development of intelligent devices to face and decrease the impact of
such rapid growth. In addition, new opportunities for services and products are
arising with the widely used 5G for data transfer and with the upcoming 6G, which
is ubiquitous and still more a!ordable.

To seize the aforementioned favourable circumstances in the vehicular network
with many connected vehicles, we refer to the IoV. Therefore, we can define IoV
as a smart transportation area which consists of three components, namely vehic-
ular mobile Internet, intra-vehicle network, and inter-vehicle network as shown in
Figure 2.1[9].

Similar to other paradigms or applications, IoV also has specific requirements and
characteristics it needs to achieve [10, 11]:

1. scalable and flexible architecture

2. unloading scheme and resource allocation

3. Software Defined Network (SDN) based V2X architecture with mobile edge
computing

4. identity authentication and privacy protection

5. delay constraints
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Chapter 2. Internet of Vehicles

6. fault tolerance

Figure 2.1: IoV network model

2.1 Architecture model of IoV
The architecture of the IoV is a complex framework designed to facilitate advanced
communication and exchange of data among vehicles. The integration of diverse
technologies, including wireless communication, cloud computing, and edge com-
puting, facilitates the development of intelligent and interconnected transportation
systems. Based on the established definition of the IoV, it becomes apparent that
the architectural framework, although appearing to be uncomplicated, presents
numerous obstacles that must be addressed. One of the primary considerations
pertains to the comprehensive integration of various elements, encompassing vehi-
cles, sensors, communication systems, roadside infrastructure, devices, and human
involvement. The desired result entails enhancing driving safety, optimizing com-
fort, promoting smoother tra"c flow, and maximizing fuel or battery e"ciency.
IoV plays an important role in enhancing vehicular safety and bridging the gap be-
tween traditional and intelligent automotive industries. It highlights the necessity
of incorporating safety measures in response to road accidents, positioning IoV as
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Chapter 2. Internet of Vehicles

a key innovator in intelligent transportation systems [12].

Despite the simplified overview of the IoV network model, several researchers have
already analyzed and defined the IoV network layer model [8, 12, 13]. It consists
of seven layers, each responsible for a particular part of the network components
interconnection chain. The proposed seven-layer IoV architecture model is defined
as follows [8]:

• user interface layer - provides direct interaction with the driver, e.g. info-
tainment

• data acquisition layer - collects data from various sources located on the
roads

• data filtering and preprocessing layer - serves to analyze the collected in-
formation to filter irrelevant information and reduce network congestion by
unrelated data

• communication layer - selects the best network to send the information

• control and management layer - responsible for managing di!erent network
service providers that are within the IoV environment

• processing layer - processes large amounts of information using various types
of computing infrastructures

• security layer - communicates with all other layers and is responsible for all
security functions

The layered architecture of the IoV represents a comprehensive framework that
integrates advanced communication technologies, robust data management, and
secure, interconnected systems to revolutionize the automotive and transportation
industries. The IoV architecture encompasses various layers, including intra- and
inter-vehicle communication, as well as integration with cloud and edge computing.
Each of these layers assumes a crucial role in augmenting vehicle capability, safety,
and e"ciency. The cohesive interplay among these strata guarantees a smooth
flow of data, instantaneous data processing, and the provision of a diverse array
of services, hence facilitating the development of intelligent, secure, and highly
e"cient transportation systems.
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Chapter 2. Internet of Vehicles

2.2 Vehicle-to-Everything communication
As we already presented, in the IoV network, there is a lot of ongoing commu-
nication between di!erent types of devices, environments, and even humans. All
of this communication can be referred to as V2X communication. V2X technol-
ogy creates a more comfortable, safer transportation environment and significantly
improves tra"c e"ciency [14].

The V2X concept involves various communications technologies, including Vehicle-
to-Vehicle (V2V), V2I, Vehicle-to-Pedestrian (V2P), Vehicle-to-Network (V2N),
and V2C network connections [12, 14, 15, 16]. This technology connects nu-
merous aspects of transportation, such as vehicles, pedestrians, roads and cloud.
V2X contributes to the development and evolution of new transportation services
and, therefore, essentially improves tra"c e"ciency, pollution reduction, resource-
saving, and tra"c management [14]. It enables ubiquitous access to information
for drivers and passengers, raising the importance of robust security and e"cient
communication protocols [8].

The application of V2X in real-life covers many aspects, such as intelligent trans-
portation systems, connected vehicles, and automated driving. Like any other
application, also V2X applications have their requirements to meet. Di!erent
V2X applications have di!erent needs in terms of latency, throughput, reliability,
and safety in the V2X environment [14]. Automated driving requires extremely
low latency and a secure network to operate. As a result, the security and reliable
underlying infrastructure is the biggest priority for V2X.

The V2X sector is considered to be one of the most rapidly advancing areas within
the industry. The subject matter encompasses various aspects such as automo-
biles, transportation, and communication, all of which are interconnected with
the Internet. Extensive research has been conducted on the prerequisites for V2X
applications. The applications in the V2X domain can be categorized as follows
[17]:

• safety applications - utilized to enhance human safety by providing various
forms of warnings, such as collision and speeding alerts,

• e"ciency applications - aim to provide drivers with guidance to optimize
tra"c flow and enhance fuel or battery consumption,

• information services - o!er a wide range of informational resources to drivers.
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Chapter 2. Internet of Vehicles

In conjunction with the advancement of information technology, there will be a
continuous emergence of new demands for V2X in the context of automatic driving
and intelligent transportation systems. The development of V2X technology has
led to the establishment of four distinct application categories as defined by the
3GPP [18]. These categories include remote driving, advanced driving, vehicle
platooning, and extended sensors. Nevertheless, it is anticipated that the V2X
business will continue to witness an influx of further applications in line with
the prevailing trajectory. Hence, the 3GPP has established certain criteria for
various categories of V2X applications, with a particular emphasis on factors such
as latency, dependability, and safety, which are of utmost importance.

The IoV network model facilitates a high degree of connectivity and interaction
between vehicles, infrastructure, and the broader network. This model not only
enhances vehicle safety and e"ciency but also contributes significantly to the de-
velopment of smart cities and intelligent transportation systems [9, 16, 19, 20,
21, 22]. Its ability to harness real-time data, support advanced driver-assistance
systems, and integrate with emerging technologies like 5G and edge computing
underscores its vital role.

2.3 Computing infrastructure
V2X couples many IoV network layers. In this work, we mainly focus on the two
highest of them: the control and management layer and the processing layer. As
we described in Section 2.1, there is a massive amount of data gathered in intra-
and inter-vehicular networks that needs to be processed and evaluated to ensure a
better user-, application-, and service experience within the V2X communication.
Zhou H. et. al presented several challenges in data sourcing and transmission [23].
They stated that the integration of cloud computing has led to an increased focus
on vehicular services closely related to vehicles, underlying the necessity to build
proprietary vehicle cloud platforms. This means specific computational tasks need
to be o#oaded from the vehicles and devices to the more powerful computational
units sitting at the edge or in the cloud. Therefore, this section introduces three
paradigms used for computational task o#oading in V2X communication: cloud,
fog, and edge computing.
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Chapter 2. Internet of Vehicles

2.4 Quality of Experience in Vehicle-to-Everything
communication

Presently, there is a growing number of vehicles that are connected to the IoV,
making V2X communication increasingly crucial. Many modern automobiles al-
ready rely on intra- and inter-vehicle communication in various ways. Numerous
solutions have been developed to enhance the QoS for this type of communication.
The utilization of 5G and Mobile Edge Computing (MEC) in the IoV domain
presents new opportunities for the development of applications and services that
aim to improve the end user experience. However, the evolving trends in the IoV
are placing greater demands on the network infrastructure and V2X communica-
tion. As illustrated, the share of connected cars is expected to undergo significant
changes in the coming years, a finding that is also supported by a study conducted
by Padmaja B. et al. [24].

The concept of Quality of Experience (QoE) holds significant importance within
the field of telecommunications and digital services, as it encapsulates the holistic
perception of a user’s encounter with a particular system or service. In contrast
to QoS, which is assessed based on objective network parameters such as latency,
packet loss, and jitter, QoE encompasses a wider and more subjective assessment
of the end-user’s overall satisfaction [25]. The integration covers a diverse range of
elements, including the user’s anticipations, surrounding circumstances, and the
inherently subjective character of the encounter. QoE builds on the recognition
that the user’s perception and satisfaction cannot be solely determined by the
technical performance of a network or service. The adoption of a user-centric
perspective redirects attention away from solely emphasizing technical e"ciency
towards the evaluation of perceived value and quality as subjectively experienced
by the user.

The QoE within the context of the IoV encompasses a diverse array of factors due
to the integration of intricate and diverse technologies, such as the IoT, vehicle
communication systems, data analytics. As we already mentioned in Section 2.2,
V2X applications will play a significant role in allowing safer, more reliable, and
more e"cient tra"c flow. Nevertheless, even if the applications meet the expected
requirements, the underlying network and infrastructure must meet even higher
standards than the applications themselves. The grand vision is that V2X com-
munications, supported by 5G/6G, will be an essential element of future CAVs.
Furthermore, V2X communications will bring innovative benefits, such as unprece-
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Chapter 2. Internet of Vehicles

dented user experience, exceedingly improved road safety and air quality, various
transportation applications, and a plethora of advanced applications [26]. The
review presented by Garg S. et al. discusses various IoV models that aim to revo-
lutionize transportation and automation industries [27]. It highlights the consider-
able impact of IoV technology on these sectors, particularly in terms of enhancing
transportation utility and e"ciency. Despite the positive outcomes, Damaj, I. W.
et al. conducted a critical evaluation of recent advances in the field, identifying
challenges and gaps in current technology [28]. They propose improvements to
address these issues and advance the field of CAVs, where QoE is considered in
terms of system, contextual, and human factors. The shift towards CAVs is driven
by environmental and sustainability concerns, with the integration of connected
and autonomous components indicating a trend towards more advanced and user-
centric vehicle technologies.

Minovski D. et al. [29] highlight the necessity of developing novel approaches for
assessing QoE within the framework of the IoT and autonomous vehicles. The
conventional methods used to evaluate QoE, which primarily concentrate on mul-
timedia services, must be revised to address the intricacies arising from the in-
tegration of IoT technologies in vehicular environments. In this study, Cheng et
al. emphasised the significance of assessing novel methodologies that impact the
QoE for end users [25]. The findings indicate that these innovative approaches are
capable of accommodating the IoV, thereby leading to improvements in the core
operations of service providers and the overall user experience. Hussain S. A. et
al. [30] underscore the need for improving several measurement parameters that
can have a substantial impact on the performance of the IoV. This emphasis is
of utmost importance given that IoV technology has recently emerged as a note-
worthy global innovation, exerting a profound influence on the transportation and
automation sectors.

The substantial volume of data generated by V2X communication underscores
the necessity of quickly collecting, processing, and evaluating it. Consequently,
it becomes imperative to explore several branches of artificial intelligence in or-
der to enhance these processes and gain a comprehensive understanding of the
data. Hasan, M. K. et al. explored the use of machine learning and artificial in-
telligence techniques to improve the security and communication of the IoV [31].
They engaged a discussion regarding the potential benefits of machine learning
in enhancing road safety, optimising tra"c management, and facilitating e"cient
data processing. These advancements are expected to immediately enhance the
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Chapter 2. Internet of Vehicles

QoE [12]. While it is assumed that a significant amount of data needs to be
collected, the utilization of various processing techniques would become essential
[32]. Hashem I. A. T. et al. forecasted a substantial increase in the number of
linked vehicles within IoV environments, reaching several hundred million by the
year 2035 [33]. The significance of modern data analytics, namely utilising deep
learning methodologies, was emphasised within the realm of the IoV.

As we discussed several challenges that appear to be crucial for the success of IoV,
a major significance will be placed on the computing infrastructure to overhaul
the amount of load produced by the devices connected in V2X networks. The
aspects presented include the management of computational resources and their
allocation. Salem A. H., Damaj I. W. and Mouftah H. T. introduced a novel
concept in addition to Vehicular Edge Computing (VEC) in order to enhance
the computational resources available for V2X requirements in smart cities [34].
The researchers focused their attention towards the advancement of computational
capabilities for vehicles and the development of a QoE model specifically designed
for connected vehicles, thus demonstrating the potential benefits of utilizing vehicle
resources to improve the overall QoE. Wu G., Li Z. and Jiang H. discussed the
improvement of user experience by proper resources allocation spectrum in VEC
[35]. It highlights the importance of QoE as a metric for user satisfaction with
provided services, especially in large-scale vehicle networks.

Based on our actual analysis of IoV infrastructure, we decided to further analyze
task o#oading techniques from connected vehicles to available computing nodes in
close proximity utilizing V2X communication. There already exist several di!erent
approaches to optimizing task o#oading from vehicle to edge and from edge to
cloud. However, with rapidly evolving technologies and developing more robust
and advanced applications for V2X, we anticipate a rapid growth in the data pro-
duced by IoV. To elaborate on and process all of that data, optimized task o#oad-
ing will play a significant role in observing the low latency required by V2X and
providing enough computational resources to handle such a load. The authors of
optimized solutions acknowledged that First-In-First-Serve (FIFS) queuing in IoV
communication is not su"cient to meet all V2X application requirements.

2.5 Analysis summary
The demand for improved user experience and increased road safety creates new
challenges for V2X communication. This demand is accompanied by an increase
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Chapter 2. Internet of Vehicles

in the number of connected cars. The V2X domain contains the potential for par-
ticipation from a number of di!erent research fields, including V2V, V2P, V2I, and
V2C communication. At present, there are already an enormous number of con-
nected cars, which results in a massive number of tasks that need to be processed
and evaluated. It is necessary to have e"cient management of computational re-
sources in order to enable an IoV environment to support such a load and improve
the QoE.

Based on the analysis of di!erent task o#oading proposals, ranging from o#oad-
ing to neighbouring vehicles to vast cloud computing infrastructure, we identified
several challenges and areas to be considered for task o#oading in IoV. A very dif-
ferent approach to increasing QoE in the V2X environment is to increase security
aspects in response to the current tra"c situation. Such a concept was presented
by the authors of [36], who formulated a solution for context-based application
placement. It is essential to provide contextual application placement to increase
customer satisfaction and road-level safety. Thus, context changes caused by, e.g.,
soft- or hardware failures will not impact safety on the road and will even handle
emergency stops if needed.

A determination of an assignment between computing nodes and applications that
are to be placed on those nodes is referred to as the application-placement prob-
lem [37]. Additionally, it is necessary to fulfill a number of application placement
requirements, such as redundancy or hardware segregation. The generation and
retrieval of data in IoV networks is becoming an increasingly di"cult task to
accomplish as new and innovative V2X applications emerge. In such a diverse
environment, where networks are shared among various kinds of data tra"c, prob-
lems such as increased packet loss, jitter, latency, and lower bandwidth become
apparent. A novel approach to artificial intelligence-based content placement in
IoV networks was presented by the authors in [38]. The authors took into consid-
eration the following tasks that could be leveraged:

• content popularity prediction,

• content placement,

• content retrieval.

The task o#oading methodology within the realm of the IoV presents a multi-
tude of challenges, each of which requires careful consideration and strategic solu-
tions. These challenges are in addition to the aspects that have been mentioned,
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which include the generation of data, transmission of data, and various diverse
parameters that a!ect the placement of the application within the context of the
IoV. These challenges include, but are not limited to, technical, operational, and
infrastructure-related aspects, all of which are essential to the successful imple-
mentation and operation of IoV systems.

In spite of the fact that task o#oading has a number of advantages, it also creates
dependencies that may have a negative impact on the QoE in general. There is
a possibility that the increase in network congestion could result in an increase
in latency, while the performance of external servers might result in a delay in
the computation of time [39]. Consequently, in order to achieve high quality of
experience levels, it is necessary to guarantee the scalability of the underlying
infrastructure and make adjustments where necessary.

Nowadays, the protection of user data and privacy is of the utmost importance.
The task o#oading application within the IoV ecosystem presents security risks
that necessitate changes to the infrastructure. IoV is a combination of a number of
di!erent technologies, services, and standards [40]; consequently, it is essential to
implement secure gateways, anomaly detection systems, and dynamic application
orchestration [41]. As a result of the vulnerability of IoV environments, cybercrim-
inals have the ability to easily take control of vehicles and exploit vehicular data
streams, which can result in damage to infrastructure and injuries to passengers.
As a result, secure communication schemes need to be developed and implemented
in order to mitigate the impact of this vulnerability [8].
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3. Dissertation thesis objectives

Nowadays, autonomous vehicles are becoming every day’s life routine. Since road
safety plays an emerging role in the IoV domain, research in this field of information
technologies does have a significant impact on crucial improvements.

With the increasing amount of connected cars, the demand for road safety and a
better user experience comes with new challenges for V2X communication. There
are several fields of research that can take part in the V2X domain, such as V2V,
V2P, V2I, V2C communication. Currently, with many connected cars already,
there is a huge load of tasks created to be processed and evaluated. In order to
support such load, the e!ective computational resource management is necessary.
Hence, we divided present research into two main parts:

1. Overview of IoV architecture, communication layers and their interconnec-
tion. Furthermore, we analysed several deployment models, where we de-
scribed their advantages to additionally be able to identify suitable approach
for our research

2. Analysis of existing task o#oading algorithms developed for V2X commu-
nication needs. Because of di!erent types of applications deployed in IoV
networks and communicating with vehicles, there could be several ways to
approach the problem as we described in Section 2.5.

Based on the analysis, there are three possible ways for optimization to take part.
The task o#oading decision algorithm could decide based on the computational re-
source e!ectiveness to ensure that computational nodes are equally loaded and are
able to handle as many tasks as possible. The other approach would be to prioritize
tasks based on their context criticality. The last approach is the resource optimiza-
tion of neighboring parked vehicles, where the tasks could be processed.

According to our analysis of task o#oading in IoV networks and identification of
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Chapter 3. Dissertation thesis objectives

possible optimizations, we formulated the following objectives for this thesis:

• Proposal of task o#oading methodology using new and existing optimization
methods, aiming to combine e!ective computational resource management
and context criticality of applications

• Verification and evaluation of implemented solution with aim to e!ective
resource management and applications context criticality

• Verification and evaluation of proposed solution deployed in simulated V2X
environment

• Comparison of proposed methodology to existing solutions

14



4. Problem proposal

In this Chapter we describe and deeper explain our objectives formulated in Chap-
ter 3. For a better understanding of our e!orts towards the task o#oading, first
we briefly describe what task o#oading means and why it is important in such a
heterogeneous environment as the IoV. In general task o#oading aims to o#oad
high intensive computational tasks from the end user to a remote site [42]. The
o#oad process occurs under various constraints and consists of several hardware
components, such as the end-user device producing the task, the network layer for
data transmission, and cloud computational resources, as described in Section 2.3,
for the task execution.

Existing algorithms o!er di!erent types of task o#oading processes. Tasks could
be o#oaded to edge, cloud nodes, or partially to both respectively. For e!ective
task o#oading, there are also some network and resource allocation challenges [43].
As we mentioned, the IoV environment is heterogeneous, it creates dynamic in-
puts, such as network conditions or autonomous car behavior. The computational
platform also has its dynamics, stating that cloud nodes are centralized and edge
nodes are distributed, which a!ects the o#oading as well.

Although, in our work we focused on resource allocation challenges. As authors
presented in [43], the most important challenges are: partitioning decision, re-
source availability, task management and performance modeling. Due the diver-
sity, it is di"cult to propose an task o#oading methodology optimizing all of
the presented challenges. In our proposal, our goal is to create a joint approach
combining context-based partitioning decision and task management based on re-
source availability of computational resources. In following sections we describe
our understanding of these inputs for our methodology proposal.
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5. Task o!oading method design

In this chapter, we describe our task o#oading algorithm based on the analyzed
requirements and needs of IoV and the formulated problem in Chapter 4. In our
case, we consider the contextual priority of the task, e.g., defined by vehicle speed
and task maximal tolerable delay, which is crucial for some use cases in a V2X
environment where late response is not considered any more [44, 45]. We also
aim to maximally utilize the edge resources so that it can serve as many tasks as
possible, the rest of the tasks will be o#oaded to the cloud. We also optimize
the reallocation and o#oading rate of lower priority tasks with respect to the
incoming tasks and their resource requirements in real-time manner. To solve these
requirements we formulate custom Knapsack problem modification and propose
and algorithm to solve it. The rest of this section is organized as follows: first,
we introduce formulation of custom Colored Multiple Knapsack problem and the
we explain the design of the proposed method, then we describe the architecture
design of our solution and finally we propose our simulation environment.

5.1 Problem formulation
Based on the identified challenges regarding task o#oading in V2X scenarios, we
propose a task o#oading method with respect to the task’s required maximal
computation time, task priorities and node resource capacities. The computation
time required by tasks is defined by V2X application necessities. The priority
is defined by the context in which the vehicle is presently situated and could be
denoted by speed, urban area or weather conditions. Since our problem is targeting
task o#oading optimization, we have to consider fitting the maximum amount
of tasks into the edge computation layer so that the tasks could be delivered
with lowest latency possible, which is one of the critical requirements in the V2X
environment [46].
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Chapter 5. Task o#oading method design

As we discussed in the previous section ??, to solve this problem, we formulate
Multiple Knapsack Problem with Color Constraints (MKCP) and explain the de-
sign of our Edge-to-Cloud O#oading Decision Algorithm (EAODA). To formulate
MKCP, we consider the priority of the item as the value of the item, the propor-
tional task CPU and memory requirements as the item’s weight, and the knapsack
a"nity as the item color. We assume that knapsacks can accept items of multiple
colors. The assignment is bivalent - a task is either allocated to a node or not.
The mathematical model can be stated as follows:

max
m∑

j=1

n∑

i=1

wixij (5.1)

subject to:

m∑

j=1

xij → 1, j ↑ M = {1, ...,m} (5.2)

n∑

i=1

xijwi → cj, i ↑ N = {1, ..., n} (5.3)

xij ↑ 0, 1, i ↑ N, j ↑ M (5.4)

ycj ↑ 0, 1, ↓c ↑ Cj, j ↑ M (5.5)

xij → yc(i)j , i ↑ N (5.6)

where:
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Chapter 5. Task o#oading method design

xij - is a binary variable expressing whether the object i has been inserted into
the knapsack j

ycj - is a binary variable expressing whether the object of color c has been inserted
into the knapsack j

wi - is the ratio of i object to knapsack capacity

n - is the number of items

m - is the number of knapsacks

cj - is the capacity of knapsack j

Cj - is the color set of knapsack j

5.2 Proposed method
Edge-to-Cloud O#oading Decision Algorithm has been developed to address the
challenge of task o#oading optimization at the edge in a V2X environment. Refer-
ring to the MKCP, the tasks are represented as items in the knapsack with value
denoted as task priority, weight represented as the task’s CPU and memory re-
quirements, and color, which restricts the task’s maximum completion time. The
edge nodes indicate knapsacks to be filled with items and tasks, with constraints on
CPU and memory capacity and colors guaranteeing the completion time for each
allocated task. We assume that nodes can allocate tasks with lower completion ex-
pectations. Tasks are assumed to have the capability to store preliminary results;
thus, the o#oading of a task would not require the restart of the computation
process.

The algorithm operates based on a progressive inclusion of elements, hence pro-
hibiting the pre-arrangement of objects beforehand. The situation implies an opti-
mization strategy that enables the exchange of items between multiple knapsacks.
This allows us to increase the capacity of specific knapsacks, thereby making space
to fit an extra item that would otherwise not be assigned.

For the purpose of the algorithm, we define a knapsack problem Resource Alloca-
tion Knapsack Problem (RAKP), an instance of the MKCP, as follows:
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xtj

{
1 if task t is assigned to node j

0 otherwise
(5.7)

The objective of the algorithm is to:

max
m∑

j=1

n∑

t=1

ωtxtj (5.8)

where ωt represents the objective function defined as:

ωt = wt + pt (5.9)

While trying to fulfill the objective defined in 5.8, following constraints must be
satisfied:

xtj = {0, 1} , ↓t ↑ {1, ..., n} , ↓j ↑ {1, ...,m} (5.10)

n∑

t=1

xtjwt → cj, ↓j ↑ {1, ...,m} (5.11)

ycj = {0, 1} , ↓c ↑ Cj, j ↑ {1, ...,m} (5.12)

xtj → yc(t)j , t ↑ {1, ..., n} (5.13)
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where cj represents capacity of a node, the constraint 5.11 must be true for both,
CPU and memory resources, ycj is binary variable indicating if node j can allocate
tasks with color c, Cj are colors of a node and xtj is defined in 5.7. Constraint 5.13
ensures that the task’s color c(t) is evaluated before allocation decision xtj, tasks
with not matching color cannot be allocated to a particular node. The priority pt
denotes task’s priority p ↑ P = {1, ..., l}, where l represents the maximum priority.
The weight of a task wt is modeled as normalized ratio of resource utilization for
a specific node:

wt =

Cj→wct

Cj + Mj→wmt

Mj

2
(5.14)

where wct and wmt represent CPU and memory requirement of tasks t, Cj and Mj

denote the maximal allowed CPU and memory capacity for node j.

Tasks without defined CPU and memory requirements are not considered by
RAKP and are assumed to be automatically processed by cloud nodes. There
are several possibilities for handling not allocated tasks with specified CPU and
memory requirements. In our scenario, these tasks are considered to be o#oaded
to the cloud and decision regarding these tasks is not in the scope of this thesis.
We also consider the situation, that tasks have resource requirements correspond-
ing to the maximal computation time requested by their color. These assumptions
are described in 5.11 and 5.12, hence we are not allocating the tasks based on
actual resource usage, which is crucial for solving the RAKP. Such a situation
could possibly lead to node overcommitment and concurrency issues, resulting to
CPU throttling or Out of Memory (OOM) errors.

EAODA presented in this thesis avoids a complete enumeration of all possible
solutions by minimizing the possible number of reallocations. If the new task that
requests the node to be allocated to cannot be assigned directly to any of the nodes
since there is not enough available CPU and memory resources, EAODA tries to
reallocate any of its existing tasks to any other node, relaxing it’s original capacity
enough to allocate the new task. If there is still not enough relaxed space on any
node for the new task, then EAODA finds, based on the objective function, less
important tasks than the new task. Following this heuristic, EAODA can quickly
identify if the amount of relaxed resources by these tasks is su"cient. If so, the
task is allocated to the node; otherwise, it is o#oaded to the cloud. In the case
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of task allocation, for the lower objective released tasks, EAODA tries to find a
suitable node for allocation. If the task can’t be allocated to any remaining nodes,
it is o#oaded to the cloud to continue it’s computation. With this setup, we can
minimize the number of needed reallocations; hence, stopping and resuming the
computation also costs time, but this parameter is not considered in this work.
EAODA must be aware of the current state of task allocations at all times, and
after each calculation, the allocation state must be adjusted accordingly.

As already mentioned, EAODA aims to distribute tasks among nodes based on
task resource requirements and node resource capacity. In cases of node overcom-
mitment, the resources could be saturated, thus leading to computation delays and
not fulfilling the time computation constraints. Therefore, if there is no overall
available capacity among all nodes for an incoming task, the task is automatically
rejected and considered o#oaded.

5.3 Formal verification
To ensure the correctness of EAODA, we need to provide formal verification of the
algorithm. Let m be the number of given nodes, Ri be the set of tasks assigned
to node i, Rit be task t allocated to node i, ci be the capacity of the node i, Ki

be the set of colors of the node i, and we are supposed to assign a given item with
weight w and color k. For every given Ri, the capacity and color constraint defined
in 5.16 must apply. To prove the correctness of this algorithm, we have to prove
that it does not violate the capacity and color constraints, nor does it change the
overall number of assigned items other than increasing it by one. We can interpret
this statement as following theorem:

Theorem A:
m∑

i=1

|Ri| →
m∑

i=1

|R↑
i| →

m∑

i=1

|Ri|+ 1 ↔ ↓i ↑ {1, 2, 3, ...,m} (5.15)

|R→
i|∑

t=1

R↑
i
k
t → ci, k ↑ Ki (5.16)

where R↑ represents set after allocation.
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The three phases of the algorithm, as stated in Section 5.2, are each represented
by a lemma. In these lemmas, the variable skl denotes the weight of items of color
k that are transferred to the knapsack l. The variable x indicates the index of the
knapsack where the new item is to be added, whereas the variable y represents the
index or indices of the knapsacks where the items are to be relocated to:

Lemma 1: In the first phase, the greedy knapsack algorithm phase, the item may
only be assigned to a knapsack, but only if

|Ri|∑

t=1

Ri
k
t + w → ci, k ↑ Ki (5.17)

Lemma 2: In the second phase, multiple items from one knapsack may be selected
to move to one or many other knapsacks, but only if

m∑

t=1

Ri
k
t + w ↗

m∑

l=1

skl → ci, k ↑ Ki ↔ (5.18)

|Ry |∑

b=1

Ry
j
b + sjy → cy, j ↑ Ky, ↓y ↑ {1, 2, ...., n} ↔ y ↘= i (5.19)

Lemma 3: In the last phase, multiple items from one knapsack may be selected to
move to one or many other knapsacks or to be o#oaded, but only if

m∑

t=1

Ri
k
t + w ↗

m∑

l=1

skl → ci, k ↑ Ki ↔
m∑

l=1

ql → p ↔

|Ry |∑

b=1

Ry
j
b + zbs

j
y → cy, j ↑ Ky, ↓y ↑ {1, 2, ...., n}↗ i, z ↑ {0, 1} (5.20)

Therefore, we can conclude:

Lemma 1 ↔ Lemma 2 ↔ Lemma 3 ≃ Theorem A (5.21)

and so prove that EAODA is correct, as it was proved that no item has been
removed from the knapsacks; only one may be added, and that all capacity con-
straints remain satisfied.
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6. Results evaluation

To verify the performance of the proposed algorithm, firstly compared it to the
Branch & Bound method, which is commonly used for solving knapsack problem.
For the evaluation we used linear programming modeler PuLP for Python [47].
We simulated resource utilization with color constraints and time complexity for
di!erent amount of nodes for Branch & Bound and EAODA algorithms. The
simulations were designed to check the computation time, to see the algorithm’s
performance capability of solving the task placement problem and if there is an
improvement in time complexity and overall knapsack utilization compared to
existing methods used for solving knapsack problem.

We performed the simulations in range of knapsacks from 4 to 20. The Branch
& Bound method using PuLP was configured with relative gap tolerance set to
0.05 in order to get results in feasible time duration. The relative gap tolerance
ensures that if there is a result found within provided tolerance to current best,
the solution current best is then considered the best solution for the problem. In
tables 6.1 and 6.2 we compared the most relevant amount of nodes, which we
also used in later executed simulations as well. In Table 6.1 we compared time
complexity of EAODA and Branch & Bound method. From the results we can
see significant increase in time performance with EAODA. The average time gain
was 91%. We can also see that EAODA performs better with smaller amount of
knapsacks.

Table 6.2 presents the overall utilization of resources achieved by both algorithms.
Branch & Bound method has better overall resource utilization by 2.4% on av-
erage compared to EAODA. It’s also clear, that with the increasing amount of
knapsacks, the utilization gap grows concurrently. However, considering the time
complexity gain with EAODA and overall resource utilization decrease compared
to Branch & Bound it’s very beneficial for real time or close to real time decision
making systems.
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Table 6.1: Time Complexity with di!erent methods [ms]

# of Knapsacks EAODA Branch & Bound Greedy
7 58.93 1122.92 27.14
11 133.25 1494.82 53.29
15 228.99 1910.41 97.04
19 302.94 2218.81 112.68

Table 6.2: Resource Utilization with di!erent methods [%]

# of Knapsacks EAODA Branch & Bound Greedy
7 97.71 98.48 98.12
11 96.19 97.82 97.02
15 94.28 97.36 96.43
19 92.11 96.10 94.38

From the preliminary results described above, we assume that the performance
of EAODA is suitable for usage in V2X scenarios. To underline the significance
of task rescheduling introduced by EAODA, we also performed simulations for
1000 items for di!erent amounts of knapsacks with and without reallocations to
recognize the improvement in resource utilization. The results assumed a knapsack
with a capacity of 6 units and 16 memory units. In Table 6.3 we can see the CPU
and memory utlization with and without reallocation for 7 knapsacks. The CPU
utilization is very similar, even slightly better without reallocations. However,
with reallocations, we increased memory utilization by 19%. Consequently, the
computation time increased rapidly, but still acceptable for real time systems.

Table 6.5 presents the results with and without reallocations for 19 knapsacks. The
CPU utilization is similar to the results for 11 knapsacks. However, the memory

Table 6.3: Resource Utilization Among and Computation time with and without
reallocations - 7 knapsacks

1000 items, 7 knapsacks
Resources [%] Tasks Computation time

[ms]CPU Memory Reallocations Unassigned
wo realloc. 99.66 77.35 - 841.94 0.84
w realloc. 99.13 96.29 55.9 476.42 58.93
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Table 6.4: Resource Utilization Among and Computation time with and without
reallocations - 11 knapsacks

1000 items, 11 knapsacks
Resources [%] Tasks Computation time

[ms]CPU Memory Reallocations Unassigned
wo realloc. 99.65 77.64 - 752.15 1.30
w realloc. 99.26 93.12 91.96 273.55 133.25

Table 6.5: Resource Utilization Among and Computation time with and without
reallocations - 19 knapsacks

1000 items, 19 knapsacks
Resources [%] Tasks Computation time

[ms]CPU Memory Reallocations Unassigned
wo realloc. 99.67 76.77 - 576.31 2.40
w realloc. 99.43 84.78 99.97 94.76 302.94

utilization increased only by 8%. The computation time di!erence is also similar
to the results for 11 knapsacks.

The outcome of the provided results shows that reallocations improve the perfor-
mance of fewer knapsacks, which is also underlined by the results of 11 knapsacks
shown in Table 6.4. The distribution of all values was random. The CPU distribu-
tion was a random value between 0.05 and 0.5 units. The memory distribution was
a random value between 0.1 and 1 unit. The color distribution was random be-
tween 3 di!erent colors, and the knapsacks had a predetermined color distribution,
where the colors were assigned in ascending order from 1 to 3 with an increasing
number of knapsacks. Therefore, we assume that the randomized values caused
the unequal distribution between CPU and memory resource requests. Also, the
reason why EAODA performs better for fewer knapsacks is defined by the algo-
rithm design, where resource requests of an item are normalized, thus we are not
favoring any resource type. Consequently, with a fixed amount of items and more
knapsacks, we are performing more reallocations to find an optimal solution that
favors the priority and meets the resource and color constraints. Moreover, the
unassignment rate of tasks with reallocations is significantly better, although it
increases the computation time.
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6.1 Environment model
Based on the initial evaluation of time performance and resource utilization we
realized real world scenario simulations. To be able to perform customized traf-
fic simulations, we utilizedthe MOSAIC simulation framework, which internally
uses SUMO simulator for tra"c simulation but allows custom applications to be
deployed to simulated vehicles [48, 49]. The architecture consists of two main com-
ponents, MOSAIC framework and Simulation manager, which are further divided.
As we already mentioned, MOSAIC internally uses SUMO for tra"c simulation
and deploys applications on top of it. In our case, we create a simple application
which tracks the vehicle speed and based on it creates a new task for processing.
Since the change of the speed plays an important role in contextual behaviour of
moving vehicle and to simulate the potential changes, we decided to create task
when delta of current vehicle speed and last task creation speed was greater or
equal to 20 km/h.

The simulation manager is responsible for processing and preparing datasets. Fur-
thermore, it runs the simulations for algorithms evaluation, processes and aggre-
gates the results. Given that we want to verify performance of EAODA algorithm
in di!erent real world scenarios, we decided to simulate the tra"c in two di!er-
ent cities. Due to the authenticity and proven relevance with real world tra"c,
we used published simulation scenarios for the cities of Luxembourg Sumo Traf-
fic (LuST) and Berlin Sumo Tra"c (BeST) [50, 51]. The major di!erence between
the scenarios is the amount of vehicles through a 24-hour period, where BeST is
triple the size, so we were able to evaluate EAODA in bigger and smaller city, thus
better determine the suitability for real world deployment. In our simulation, we
assumed, that every second vehicle, meaning 50% of all vehicles, are connected to
the Internet and could request a computation of a task.

For the simulation, we chose node size of 32000 CPU and 65536 Memory units, but
we limited the possible allocated capacity to 90% of the provided size. Additionally,
we ran 10 independent simulations for both scenarios, and we aggregated the
average values for the final results. We ran the simulations for 7, 11, 15 and
19 nodes respectively, for both scenarios and we summed up the results of both
scenarios afterwards into an averaged final comparison. In the figures below, we
described only results for 11 and 19 node simulation runs, as they showed the most
significant outcomes for the comparison.

For performance evaluation, we compared EAODA to First-In-First-Out (FIFO)
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Figure 6.1: Aggregated Average Resource Utilization by Algorithm

and Greedy algorithms, which are one of the most commonly used algorithms for
resource load balancing strategy [52].

Since the primary goal is to allocate highest priority tasks to the edge nodes,
we also introduced a prioritized version of EAODA. Prioritized Edge-to-Cloud
O#oading Decision Algorithm (PEAODA) is modified to favor higher priority
tasks, specifically priorities 4 and 5, more decisively compared to EAODA, thus
ensuring more critical tasks are allocated on the edge layer but slightly decreasing
the overall resource utilization.

6.1.1 Resource utilization evaluation

In Figure 6.1 we can see the resource utilization aggregated from both simulated
scenarios. The CPU usage is almost identical among all algorithms. Regarding
Memory utilization, FIFO and Greedy outperform EAODA by approximately 2%
and PEAODA by roughly 4% overall. To comprehend how these di!erences would
decrease overall memory utilization, we note that the simulation spanned 24 hours
with an average of 13 nodes. EAODA and PEAODA decreased memory usage by
20 and 33 GB, respectively, from an overall capacity of 832 GB, indicating that
the potential waste is minimal concerning the cost of 1 GB of memory.
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To elaborate more on why resource utilization is between 70 and 80 %, there are
three main reasons for that. The one is the task distribution is not constant over
the whole simulation duration and there are some peeks in both directions. The
second is that we limit the maximal usage to be 90% of overall capacity and this
cannot be exceeded. The importance of not exceeding this hard limit is on the
contrary defined for a situation, where the task distribution would be continual
through the whole simulation duration, meaning that the resources would be fully
utilized, leading the nodes to crash because of no spare capacity [53]. The third
reason is the actual color constraint, restraining some tasks to be assigned to
particular nodes even if the node has enough capacity.

Based on the discussed results, we can conclude that the EAODA and PEAODA
are able to e!ectively utilize the underlying infrastructure resources while still
aiming to prioritize tasks based on their priorities.

6.1.2 Task allocation evaluation

Since the primary goal of EAODA is to balance the load among nodes while prior-
itizing high priority tasks, the most important performance indicator is the total
amount of allocated tasks with highest possible priorities. As we already presented
in Section 6.1.1, EAODA and PEAODA showed the capability to e"ciently utilize
the underlying resource. In this Section we will demonstrate the priority allocation
capabilities of EAODA and PEAODA and how they compare to other algorithms.
Nevertheless, another key factor is the distribution of rescheduled and o#oaded
tasks, as it causes interruptions to the task execution. As of now, the priority
represented by 5 is considered highest and 1 lowest.

The aggregated allocation ratios shown in Figure 6.2 acknowledge that EAODA
and PEAODA perform significantly better regarding the prioritized workload al-
location. Both methods are outperforming FIFO and Greedy meaningfully, aver-
aging the higher allocation ratio by 48%.

To summarize, we discussed the performance of EAODA and PEAODA meth-
ods compared to FIFO and Greedy algorithms. Based on the overall objective of
maximizing the overall resource utilization while prioritizing important tasks we
observed that EAODA and PEAODA significantly outperform both, FIFO and
Greedy algorithms, which is underpinned by almost 50% higher allocation ratio
success for high priority tasks. Further, we discovered that EAODA is strongly out-
performing Greedy algorithm for high priority tasks, which is caused be EAODA’s
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Figure 6.2: Aggregated Allocation Ratios for Priorities 4 and 5
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ability to free up space and reschedule or o#oad some tasks in order to favor the
high priority ones. We also determined that EAODA and PEAODA perform best
in scenarios, with very limited resources capacity and huge load to be processed.
We also identified, that PEAODA yields better allocation ratios for scenarios with
huge amount of tasks to be processed, such as BeST.
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7. Conclusion

In recent years, the number of connected cars has increasing rapidly. Such a
network of connected vehicles can be referred to as Internet of Vehicles. To support
di!erent requirements of such a network and applications within, there is a demand
for e!ective and reliable task scheduling orchestration, providing a computation
platform for the needs of IoV.

There already exist several solutions aiming to improve the process of task of-
floading in IoV environment. Many of the existing algorithms are only enhancing
resource utilization of the computational resource. Hence, new solutions to chal-
lenge this problem are appearing. They are based on network utilization, mobility
support or load-balancing.

In our work, we analyzed several competent approaches for task o#oading in V2X
communication. Based on the analysis, we formulated new objectives for our
novel approach of task o#oading in the IoV environment and defined di!erent
challenges in the problem-solving process. According to the formulated objectives,
we briefly discussed the nature of the optimization problem to solve. In accordance
to the inherent characteristics, we decided to formulate the optimization problem
as a Knapsack Problem. Since Knapsack problem is NP-hard, we need to adjust
the algorithm design accordingly. Hence the di!erent constraints included in this
problem, such as resource capacity and adhering to time-sensitive computation re-
quirements coming from the V2X environment, we successfully designed EAODA

method and formally verified some of it’s characteristics.

Based on the design, we’ve implemented the final algorithm, although we’re not
able to test in real environment due to the limitations we discovered. However, we
simulated the real environment and tested the algorithm using real-world tra"c
scenarios in di!erent cities. We’ve proven how adopting the consensus of higher
priorities take precedence in the context of task o#oading in IoV networks can
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increase the overall user experience and road safety.

While solving the given goals, we’ve successfully designed a task o#oading method
by modifying Knapsack problem to consider task priority and color a"nity while
still maintaining the highest possible resource usage.

The EAODA method is designed to prioritize high-priority tasks to be executed on
the edge layer, closer to the end users, while utilizing the underlying infrastructure
based on the given thresholds. The method processes incoming tasks at their time
of arrival and places them on nodes according to their current availability. It is very
important to clarify, that we consider edge layer to be hard limited by the number
of resources present, thus our goal is to maximize the utilization on this layer.
Since we cannot apply other infrastructure optimization tools like autoscaling, the
primary goal of EAODA is to keep the high priority tasks on this layer by all
means.

We verified that EAODA is performing as designed and thoroughly tested it’s ap-
plication on simulated scenarios. We then evaluated that EAODA and PEAODA
enhance the prioritized task allocation by almost 50% better compared to conven-
tional algorithms for high-priority tasks.

We assume that in the overall task placement process, EAODA is performing
worse than Greedy, but our primary focus is only on high priority ones. Further-
more, it can be concluded that as the available space on the edge layer increases, or
as the number of tasks to be processed decreases, the applicability of the EAODA

method is becoming less relevant since su"cient space negates the necessity for
task prioritization.

For future work, we pointed out several modifications and improvements to be
implemented in order to better serve the purpose of optimal task o#oading in
IoV networks. The application of machine learning techniques in the task o#oad-
ing decision-making process would improve overall performance, particularly with
enhanced resource utilization. Enhancements would undoubtedly arise from the
incorporation of other environmental elements and features, such as network delay,
jitter, or vehicular motion. It is essential to accurately simulate job priorities to
reflect the actual tra"c simulation and other conditions that a!ect the QoE of
participants in the IoV environment.
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