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Abstrakt

Tato dizertaénd préca je Studiou vypoctovych metdd pre autorsku atribuciu a stylometricku
analyzu so zameranim na rozpoznavanie podobnosti textov a analyzu zdrojového kodu.

Praca ukazuje, ako vyuzit Standardné unixové nastroje na spracovanie textu na odhalenie
plagiatorstva v zdrojovom kdde bez potreby poznat programovaci jazyk. Tento pristup fungoval
lepSie nez zndme nastroje ako MOSS, JPlag a SIM. Po druhé, predstavuje hierarchicku
architekturu neurdénovych sieti, ktora kombinuje konvolu¢né a rekurentné vrstvy a dosahuje
97,5% presnost pri uréovani autorstva zdrojového kodu na referencnych datasetoch. Po tretie,
je to prva systematicka studia efektov ¢asového posunu (angl. temporal drift) v stylometrii
zdrojového kédu. Ukazuje, Ze presnost v ¢ase vyrazne klesd a Ze existuju zaujimavé asymetrické
¢asové vzory.

Studia presahuje ramec analyzy zdrojového kédu a zahffia profilovanie obsahu socidlnych
médii, analyzu politického diskurzu a autorsku atribuciu napriec jazykmi. Praca dokazuje, ze
vyvinuté metddy su uzZitocné v mnohych jazykoch a oblastiach ucastou na zdielanych ulohach
PAN@CLEF. Porovnanie tradi¢nych metdd strojového ucenia a hlbokého ucenia ukazuje, ze
modely hlbokého ucenia zvycajne dosahuju vyssiu presnost, ale tradi¢né metddy zostavaju
konkurencieschopné vdaka zvycajne lepsej interpretovatelnosti a mensim vypoctovym
narokom.

Dizertacia tiez prispieva vyskumnej komunite vytvorenim a zverejnenim Standardizovanych
datasetov (Google Code Jam a Codeforces), ktoré sa ¢asto pouzivané ako referencné datasety v
stylometrii zdrojového kédu.
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Abstract

This dissertation is a thorough study of computational methods for authorship attribution and
stylometric analysis, with a focus on recognizing text similarity and analyzing source code.

The thesis shows how to use standard Unix text processing tools to find plagiarism in source
code without having to know the programming language. This worked better than well-known
tools like MOSS, JPlag, and SIM. Second, it shows a hierarchical neural network architecture
that combines convolutional and recurrent layers and gets 97.5% accuracy in figuring out who
wrote the source code on benchmark datasets. Third, it is the first systematic study of the
effects of temporal drift in source code stylometry. It shows that accuracy drops significantly
over time and shows interesting asymmetric temporal patterns.

The study goes beyond looking at source code to include profiling social media content,
analyzing political discourse, and attributing authorship across languages. The work shows that
the methods developed are useful in many languages and fields by taking part in PAN@CLEF
shared tasks. A systematic comparison of traditional machine learning and deep learning
methods shows that deep learning models usually have higher accuracy, but traditional
methods are still competitive because usually they are easier to understand and faster to
compute.

The dissertation also helps the research community by creating and making public standardized
datasets (Google Code Jam and Codeforces) that are now commonly used as benchmarks in
source code stylometry.
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Introduction and Motivation

The digital transformation of human communication has fundamentally altered the landscape
of textual analysis, introducing unprecedented challenges in verifying the authenticity and
authorship of digital content. The exponential growth of online platforms, social media
networks, and particularly the recent emergence of sophisticated large language models
capable of producing human-indistinguishable text has dramatically elevated the importance of
stylometry and authorship attribution across multiple domains.

The proliferation of digital content has created new opportunities for both legitimate research
and malicious activities. In academic environments, the rise of sophisticated plagiarism
techniques and Al-generated content poses significant threats to academic integrity. According
to research conducted at Slovak University of Technology in Bratislava in 2010, 33% of students
admitted to plagiarizing academic work, while 63% acknowledged providing their work to
others for plagiaristic purposes. These statistics underscore the critical need for advanced
detection methods that can identify not only direct copying but also sophisticated obfuscation
techniques.

In cybersecurity and forensic applications, the ability to identify authors of malicious
communications has become crucial for national security and public safety operations. Law
enforcement agencies increasingly rely on stylometric techniques to identify threat actors,
analyze extremist communications, and attribute cybercrimes to specific individuals or groups.
The development of anonymous communication platforms has further intensified the demand
for reliable identity attribution systems within cybersecurity frameworks.

The commercial sector faces similar challenges, particularly in intellectual property protection
and software patent disputes involving astronomical financial stakes. Events such as the Google
vs. Oracle case have demonstrated that software plagiarism extends far beyond academic
settings, highlighting the need for robust detection systems capable of identifying stylistic
patterns even when code has been significantly modified or obfuscated.

Stylometry, defined as the quantitative analysis of literary style using computational methods,
operates on the fundamental premise that authors demonstrate consistent and recognizable
writing patterns that can be identified as unique "stylistic fingerprints." These patterns manifest
across multiple linguistic dimensions, encompassing character-level statistics, lexical
preferences, complex syntactic structures, semantic patterns, and discourse-level features. The
field has undergone remarkable evolution since its inception in the late 19th century, when
Thomas Mendenhall [10] pioneered the use of statistical analysis of word length distributions
to address the famous authorship disputes surrounding Shakespeare's works.

The foundational assumption of stylometry—that authors exhibit quantifiable stylistic
patterns—has been validated through numerous studies over more than a century. Early 20th-
century contributions from statisticians like George Udny Yule, who developed measures of
vocabulary richness and examined relationships between text length and lexical diversity, laid
important groundwork. The mid-century breakthrough came with Mosteller and Wallace's
seminal analysis [11] of the Federalist Papers, which employed advanced statistical methods to
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resolve long-standing authorship controversies while establishing rigorous methodological
standards that continue to influence stylometric research today.

The computational revolution of the late 20th century transformed stylometric capabilities,
enabling analysis of larger corpora and implementation of more sophisticated statistical
models. Burrows' introduction of the Delta measure represented a significant methodological
advancement, providing a standardized approach for quantifying stylistic distance that gained
widespread acceptance in literary scholarship and became the de facto standard for authorship
attribution tasks [16].

Modern stylometry encompasses five distinct but interconnected subtasks [12]:

o Authorship Attribution: The process of identifying the specific author of a questioned
document from a predefined group of candidate authors. This represents the most
widely studied area of stylometry due to its broad applicability in forensic, academic,
and commercial contexts.

e Authorship Verification: A binary classification task that determines whether a
guestioned document was produced by a particular candidate author. This approach is
particularly valuable in scenarios where the authorship question involves a specific
individual rather than selection from multiple candidates.

e Authorship Profiling: The derivation of demographic, psychological, and behavioral
characteristics of authors based on their writing patterns. This includes determination of
age, gender, education level, cultural background, and personality traits.

o Stylochronometry: The investigation of temporal variations in authorial style, examining
how writing patterns evolve over time due to factors such as aging, education,
professional development, and changing life circumstances.

¢ Adversarial Stylometry: The study of methods for deliberately obscuring authorial
identity or imitating other authors' styles. This includes both defensive techniques for
hiding one's identity and offensive methods for impersonating others.

The interconnected nature of these subtasks creates a rich research landscape where advances
in one area often inform progress in others. This dissertation addresses challenges across
multiple subtasks, examining diverse data types ranging from structured source code to
informal social media communications, thereby contributing to our understanding of
stylometric techniques across various textual domains.

Dissertation Objectives and Research Questions

This dissertation addresses fundamental challenges in computational stylometry through a
systematic investigation of diverse textual domains and methodological approaches. The
research is driven by both theoretical curiosity and practical necessity, as evidenced by the
increasing importance of authorship attribution in our digitally connected world.

The primary research objectives are formulated as interconnected questions that reflect
current paradigms and emerging challenges in computational stylometry:
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Research Question 1: Enhancement of Plagiarism Detection Systems How can conventional
plagiarism detection methods be enhanced to recognize sophisticated obfuscation techniques
that defeat current detection systems? This question emerged from observations that
traditional similarity-based detection tools struggle with advanced obfuscation strategies
employed by experienced plagiarizers.

The research examines a comprehensive five-level obfuscation hierarchy:

e Level 1: Basic copy-paste operations with minimal modification

e Level 2: Simple textual transformations including whitespace manipulation, case
changes, and comment modifications

e Level 3: Structural obfuscation including variable renaming and basic algorithmic
restructuring

¢ Level 4: Advanced syntactic transformations including control flow modifications and
statement reordering

e Level 5: Expert-level obfuscation involving fundamental algorithmic changes, redundant
code injection, and semantic preservation with syntactic transformation

Research Question 2: Traditional vs. Deep Learning Paradigms What is the comparative
effectiveness of traditional machine learning methods versus modern deep learning
architectures for authorship attribution tasks across different textual domains and dataset
sizes?

This investigation encompasses:

e Traditional approaches using hand-crafted features (TF-IDF, n-grams, syntactic patterns)

e Classical machine learning classifiers (SVM, Random Forest, Decision Trees)

e Modern deep learning architectures (CNN-RNN combinations, Transformer models
including BERT)

¢ Hybrid approaches combining traditional feature engineering with neural architectures

e Performance evaluation across varying author set sizes (3 to 110 authors)

e Computational efficiency and interpretability trade-offs

Research Question 3: Temporal Dynamics in Stylometry What is the impact of temporal drift
on authorship attribution accuracy, and what strategies can mitigate the degradation of
performance over time?

This represents one of the first systematic investigations of temporal effects in source code
stylometry, examining:

e Accuracy degradation patterns over periods ranging from one to twelve years
e Asymmetric temporal drift phenomena (training on future data vs. past data)
e Programming language-specific temporal effects (C++, Java, Python)

o Mitigation strategies for temporal robustness

e Stylochronometric modeling of authorial evolution
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Research Question 4: Feature Engineering and Representation Learning What are the most
effective methods for feature extraction and representation across different categories of
digital texts, and how do domain-specific characteristics influence optimal feature selection?

This encompasses analysis of:

¢ Source code features: Abstract Syntax Tree (AST) representations, lexical patterns,
structural complexity metrics

¢ Social media features: Character-level patterns, emoji processing, hashtag
normalization, URL tokenization

e Short text features: N-gram selection strategies (global vs. local), frequency-based vs.
semantic features

e Cross-domain features: Language-agnostic representations, domain adaptation
techniques

Research Question 5: Multilingual and Cross-Cultural Adaptation How can authorship
attribution methods be modified for effective deployment in multilingual and cross-cultural
contexts, particularly in environments with limited language-specific resources?

This investigation addresses:

e Language-independent feature representations

e Cross-lingual transfer learning approaches

e Cultural bias mitigation in stylometric features

o Performance evaluation across English and Spanish datasets

e Preprocessing pipelines for non-standard orthography and multilingual content

Methodological Integration and Contribution Framework

Each research question is systematically addressed through multiple publications that
collectively form a comprehensive investigation of computational stylometry. The
methodological approach emphasizes:

1. Empirical Validation: All proposed methods undergo rigorous testing on established
benchmarks and novel datasets, with performance compared against state-of-the-art
approaches.

2. Reproducible Research: Creation and public release of standardized datasets that have
become community benchmarks, facilitating comparative evaluation and advancing the
field.

3. Practical Applicability: Focus on real-world deployment scenarios, including
computational efficiency considerations and interpretability requirements for forensic
applications.

4. Theoretical Advancement: Systematic investigation of fundamental assumptions in
stylometry, particularly the temporal stability of authorial style and the effectiveness of
different feature representations.

The interconnected nature of these research questions reflects the multifaceted challenges in
modern stylometry, where advances in one area often inform progress in others. For instance,
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insights from temporal drift analysis inform robust feature selection strategies, while cross-
lingual investigations contribute to our understanding of universal stylistic patterns that
transcend language-specific characteristics.

Overview of Current State and Contemporary Challenges
Historical Development and Evolution of Stylometry

Stylometry has undergone profound transformation since its inception, evolving from basic
statistical approaches to sophisticated computational methodologies that leverage cutting-edge
machine learning and artificial intelligence techniques. This evolution reflects not only
technological advancement but also deeper understanding of the cognitive and linguistic
processes underlying human writing behavior.

Early Foundations (1880s-1950s)

The discipline emerged in the late 19th century with Thomas Mendenhall's groundbreaking
work, which represented the first systematic attempt to apply quantitative methods to
authorship questions. Mendenhall's analysis of word length distributions in Shakespearean
texts established the foundational principle that authors exhibit measurable and consistent
stylistic patterns. His methodology, while primitive by contemporary standards, demonstrated
remarkable prescience in recognizing that statistical analysis could reveal authorial fingerprints
invisible to traditional literary analysis.

The early 20th century witnessed significant methodological refinements through the
contributions of pioneering statisticians. George Udny Yule's development of vocabulary
richness measures and his investigation of relationships between text length and lexical
diversity established important theoretical frameworks that continue to influence modern
stylometric research. These early scholars recognized that stylistic analysis required
sophisticated statistical tools capable of capturing subtle but consistent patterns in linguistic
behavior.

Mid-Century Breakthrough (1950s-1980s)

The field achieved scientific maturity with Mosteller and Wallace's landmark study [10] of the
Federalist Papers, which established rigorous methodological standards that transformed
stylometry from an art into a science. Their work demonstrated that careful statistical analysis
could resolve long-standing authorship controversies with high confidence levels, providing a
model for subsequent research in the field.

This period also saw the development of the theoretical foundations for computational
stylometry. The recognition that function words—articles, prepositions, conjunctions—carry
particularly strong authorial signals led to the development of feature selection strategies that
remain influential today. The insight that these seemingly insignificant words reflect
unconscious linguistic habits proved crucial for later developments in automated authorship
attribution.

Computational Revolution (1980s-2000s)
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The advent of computational technology fundamentally transformed stylometric capabilities,
enabling analysis of vastly larger corpora and implementation of more sophisticated analytical
methods. John Burrows' introduction of the Delta measure in the early 2000s represented a
watershed moment, providing a standardized approach for quantifying stylistic distance that
gained widespread acceptance across multiple disciplines.

The Delta measure's success stemmed from its elegant simplicity combined with robust

performance across diverse texts and languages. By focusing on the most frequent words and
calculating standardized distances between their usage patterns, Delta captured fundamental
stylistic differences while remaining computationally tractable and theoretically interpretable.

This period also witnessed the emergence of machine learning applications in stylometry. The
development of Support Vector Machines (SVMs), decision trees, and ensemble methods
provided powerful new tools for classification tasks, enabling researchers to move beyond
simple statistical measures to sophisticated pattern recognition approaches.

Modern Era: Deep Learning and Transformer Models (2000s-Present)

The most recent paradigm shift has been driven by advances in deep learning and natural
language processing. The development of word embeddings, beginning with approaches like
Word2Vec and GloVe, revolutionized text representation by capturing semantic relationships
between words in high-dimensional vector spaces.

The introduction of contextualized representations through models like ELMo marked another
significant advance, enabling capture of word meanings that vary based on context. However,
the most transformative development has been the emergence of Transformer-based models,
particularly BERT and its variants, which have achieved state-of-the-art performance across
numerous natural language processing tasks.

Recent studies demonstrate that fine-tuned BERT models can achieve exceptional performance
in authorship attribution tasks, often surpassing traditional feature-based methods by
substantial margins. However, these advances come with significant computational costs and
interpretability challenges that limit their applicability in certain domains.

Modern Methodological Frameworks

Contemporary stylometry can be systematically categorized according to multiple taxonomic
frameworks that reflect different aspects of methodological approach, feature representation,
and analytical objectives.

Feature-Based Categorization

The landscape of feature extraction and representation defines the primary axis along which
modern stylometric techniques are differentiated:

Lexical Features encompass vocabulary-based approaches including word frequency
distributions, lexical richness measures, and word usage patterns. These features capture an
author's vocabulary preferences and have proven particularly effective for longer texts where
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sufficient lexical variety is available. Advanced lexical features include measures of semantic
similarity, word embeddings, and topic modeling approaches that capture meaning-related
aspects of vocabulary usage.

Syntactic Features analyze part-of-speech patterns, phrase structure distributions, and
grammatical complexity measures. These features have proven especially valuable for cross-
domain authorship attribution since they demonstrate less sensitivity to topic variations
compared to lexical features. Recent advances in syntactic parsing have enabled more
sophisticated analysis of hierarchical structure patterns and grammatical relationships, opening
new avenues for capturing authorial preferences in sentence construction and discourse
organization.

Character-Level Features include n-gram distributions, punctuation patterns, and character-
based statistics that exhibit high consistency across languages and contexts. Character-level
approaches have demonstrated remarkable effectiveness in multilingual authorship attribution
and in handling texts with significant noise or non-standard orthography. The language-agnostic
nature of character-level features makes them particularly valuable for cross-lingual
applications and analysis of informal communications.

Semantic Features represent the newest frontier in stylometric feature engineering,
incorporating topic modeling, word embeddings, and contextualized representations that
capture meaning-related dimensions of writing style. These approaches show particular
promise for scenarios where authors discuss similar topics while maintaining distinctive stylistic
signatures.

Structural Features encompass document-level organizational patterns, paragraph structure,
and discourse markers that reflect authors' preferences for text organization and information
presentation. In specialized domains like source code analysis, structural features might include
Abstract Syntax Tree patterns, control flow characteristics, and architectural design
preferences.

Computational Paradigms

The methodological landscape of modern stylometry can be partitioned into several primary
computational paradigms:

Traditional Machine Learning Approaches continue to demonstrate robust baseline
performance across diverse datasets and applications. Methods such as Support Vector
Machines, Random Forests, and Naive Bayes classifiers offer interpretable models with efficient
computational requirements. These approaches remain particularly valuable in scenarios where
interpretability is crucial, such as forensic applications where decision rationale must be clearly
explainable.

Deep Learning Architectures have achieved breakthrough performance in numerous
stylometric applications. Convolutional Neural Networks effectively capture local patterns in
text, while Recurrent Neural Networks excel at modeling sequential dependencies in writing
style. The introduction of attention mechanisms has enabled models to focus on the most
relevant stylistic patterns, improving both accuracy and interpretability.
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Transformer-Based Models represent the current state-of-the-art for many stylometric tasks,
with models like BERT, RoBERTa, and their variants achieving unprecedented performance
levels. These models leverage massive pre-training corpora to develop sophisticated
representations of linguistic patterns, though they require substantial computational resources
and present significant interpretability challenges.

Hybrid Approaches that combine traditional feature engineering with modern neural
architectures have shown considerable promise for practical applications. These methods
benefit from the representational learning capabilities of deep learning while maintaining the
interpretability and domain knowledge incorporation capabilities of traditional approaches.

Contemporary Challenges and Limitations

Despite remarkable advances in computational capability and methodological sophistication,
the field continues to confront several fundamental challenges that constrain both practical
applications and theoretical understanding.

Scalability and Open-Set Attribution

The scalability challenge represents one of the most significant barriers to practical deployment
of stylometric systems. While most published research focuses on closed-set scenarios with
limited numbers of authors (typically fewer than 100), real-world applications often require
attribution among thousands or tens of thousands of potential authors.

The open-set authorship attribution problem—characterized by the possibility that test
documents are authored by individuals not represented in the training dataset—presents
particularly acute challenges. Traditional classification techniques frequently exhibit substantial
inaccuracies in open-set scenarios since they are designed to assign every input to one of the
training classes regardless of actual authorship. Recent research has begun addressing this
challenge through confidence calibration, outlier detection, and one-class classification
approaches, but significant gaps remain.

Short Text Attribution Challenges

The proliferation of social media platforms and microblogging services has created
unprecedented demand for attribution of short texts, yet these brief communications present
fundamental challenges for traditional stylometric approaches. Social media posts, text
messages, and comments contain limited stylistic information, making reliable attribution
extremely difficult with conventional methods.

The challenge extends beyond simple information scarcity to include the informal register
typical of social media communications, frequent use of non-standard orthography, multimedia
integration, and platform-specific conventions. Recent research has explored specialized
approaches including aggregation of multiple short texts, development of features optimized
for informal communication, and adaptation of deep learning models for short text analysis.
However, performance on short texts generally remains substantially lower than on longer
documents, limiting practical applications in many important domains.
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Temporal Drift and Style Evolution

The assumption of temporal stability in authorial style—implicit in most stylometric research—
is increasingly challenged by empirical findings demonstrating significant temporal drift across
various domains. Authors' writing styles evolve due to factors including aging, education,
professional development, changing life circumstances, and exposure to new linguistic
influences.

This temporal instability poses serious challenges for practical stylometric systems, particularly
in forensic applications where training and test data may be separated by substantial time
periods. The investigation of temporal effects through time-aware models and
stylochronometric analysis represents an emerging research area, though progress has been
constrained by the scarcity of longitudinal datasets spanning significant time periods.

The challenge is compounded by the fact that different stylistic features exhibit varying degrees
of temporal stability. While some characteristics like function word usage patterns may remain

relatively stable, others such as vocabulary preferences and topic interests may change rapidly.
Understanding these differential temporal dynamics is crucial for developing robust attribution

systems.

Cross-Domain and Cross-Linguistic Robustness

The performance of stylometric systems across different domains (genres, topics, registers) and
languages presents ongoing challenges that limit the generalizability of research findings. Most
studies focus on monolingual, single-domain scenarios, while real-world applications frequently
require attribution across diverse contexts.

Cross-domain attribution difficulties arise from the fact that variations in topic and genre can
mask authorial stylistic signals. An author's writing style may appear substantially different
when composing academic papers versus social media posts, or when discussing familiar versus
unfamiliar topics. This domain sensitivity requires careful consideration of feature selection and
model design to ensure that systems capture authorial rather than topical signals.

Cross-linguistic attribution introduces additional challenges related to different writing systems,
grammatical structures, and cultural conventions. While some research has explored
multilingual stylometry, most work continues to focus exclusively on English texts, thereby
limiting the global applicability of stylometric methods. The development of language-agnostic
features and cross-lingual transfer learning approaches represents an important frontier for
expanding stylometric capabilities.

Adversarial Attacks and Security Vulnerabilities

The vulnerability of stylometric systems to adversarial attacks and intentional style obfuscation
represents a critical concern for security-sensitive applications. Adversarial stylometry
encompasses techniques for deliberately modifying writing style to evade detection by
attribution systems while preserving semantic content and readability.
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Recent research has demonstrated that sophisticated adversarial attacks can significantly
compromise the effectiveness of attribution systems, raising questions about the reliability of
stylometric evidence in high-stakes applications. The arms race between increasingly
sophisticated attack methods and defensive countermeasures continues to evolve, with
implications for the practical deployment of stylometric systems in forensic and security
contexts.

The challenge is exacerbated by the relative ease with which many stylometric features can be
manipulated through conscious effort or automated tools. Simple modifications such as
synonym substitution, sentence restructuring, or punctuation alteration can substantially
degrade attribution performance, while more sophisticated attacks can virtually eliminate
authorial signals while maintaining text quality and readability.

Research Methodology

The research in this dissertation is based on comparative experimental methodology that
systematically evaluates different computational approaches.

Data and Processing
Various datasets were used for experiments:

¢ Programming Contest Datasets: Solutions from Google Code Jam (2009-
2020) and Codeforces were used, providing data with temporal information.

¢ Social Media Datasets: Within participation in PAN@CLEF competitions, datasets
focused on profiling bots, gender, celebrities, and political discourse were analyzed.

¢ Academic Data: Anonymized student programming assignments from FIIT STU were
used for plagiarism detection experiments.

Each type of data required a specific preprocessing pipeline, from language-agnostic
tokenization for source codes to normalization of non-standard language in social media texts.

Feature Extraction and Modeling
The work implemented and compared several strategies and models:

o Feature Extraction: Statistical (n-grams, TF-IDF), structural (derived from AST), stylistic
(punctuation, sentence length), and semantic features were used.

¢ Modeling Approaches: Traditional classifiers (SVM, Random Forest), an approach
using Unix tool chaining, and deep learning models (hierarchical CNN-RNN
networks, transformers like BERT) were compared.

Validation and Interpretation

Cross-validation and multiple training/testing with stability monitoring were used to ensure
result robustness. The performance of plagiarism detection methods was compared with
established tools (e.g., MOSS, JPlag). Furthermore, some stylometric methods were compared
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within international competitions (PAN@CLEF). For better understanding of transformer model
decisions, interpretability methods like SHAP and LIME were used.

Overview of Publications and Achieved Results

The core of the dissertation consists of nine scientific publications.
Publication 1: Unix-Based Source Code Plagiarism Detection

e Contribution: The work presented a language-independent method for detecting
plagiarism in source code using Unix tools and a five-level obfuscation detection system.

¢ Results: In scenarios with expert-level obfuscation, the method achieved better results
compared to MOSS, JPlag, and SIM tools.

Publication 2: Deep Learning for Source Code Attribution

e Contribution: The work proposed a hierarchical neural network (CNN-RNN) for source
code authorship attribution. During the research, the Google Code Jam dataset was
created and published.

e Results: The architecture achieved high accuracy of 97.5% on a dataset with 110
authors.

Publication 3: Bot and Gender Detection (@PAN challenge)

e Contribution: The hierarchical CNN-RNN architecture was applied to a dual task:
distinguishing content generated by humans and bots and determining the author's
gender on social media data.

¢ Results: The method achieved 90% accuracy in bot detection and 77.6% in gender
profiling in English.

Publication 4: Celebrity Profiling with TF-IDF (@PAN challenge)

e Contribution: The study showed that traditional methods (TF-IDF and Random Forest)
can achieve competitive performance with lower computational complexity. The work
also focused on addressing imbalanced data using SMOTE technique.

e Results: The approach demonstrated that traditional methods achieved comparable
performance with contemporary deep learning methods.

Publication 5: Temporal Drift Analysis
e Contribution: This is one of the first systematic analyses of temporal effects in source
code authorship attribution.
e Results: Experiments demonstrated accuracy decline over time (from >90% to <50%)

and revealed asymmetric temporal drift patterns.

Publication 6: Political Discourse Analysis
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e Contribution: The research focused on demographic profiling in the context of political
discourse on Twitter with emphasis on interpretability.

e Results: The method using Random Forest classifier achieved 85% accuracy in gender
classification.

Publication 7: Advanced Source Code Attribution

e Contribution: The work compares performance between traditional ML models and
modern DL architectures (including BERT) on different source code representations (text
vs. AST).

¢ Results: It was shown that while deep learning models achieve higher accuracy,
traditional methods are competitive and offer better interpretability.

Publication 8: Local and Global N-gram Feature Analysis

e Contribution: The study focused on comparing global and local n-gram feature selection
for short text authorship attribution.

¢ Results: It was shown that local selection of most frequent n-grams outperforms global
methods, bringing up to 2% increase in weighted F1-score.

Publication 9: Interpretable Style Change Detection

e Contribution: The work addresses style change detection (SCD) and compares
traditional ML models with hand-crafted features with transformer-based models, with
emphasis on interpretability using SHAP and LIME.

e Results: The analysis shows that while transformer models achieve the highest accuracy,
traditional models are competitive and offer the advantage of decision transparency.

Summary and Discussion

The dissertation presents a comprehensive contribution to the field of computational
stylometry. During the research, new methodological frameworks were developed, resources
were created for the community, and analyses were provided that contributed to both
theoretical understanding and practical applications. The work brought language-agnostic
approaches to source code analysis, systematically explored temporal drift effects, and
compared traditional and modern computational approaches, thereby providing guidance for
practical deployment. By creating publicly available datasets, it contributed to research
reproducibility in this field.

Current research in the field is taking several directions:

e Foundation Models: Large pre-trained language models achieve good results, but their
computational complexity and limited interpretability are still challenges.

e Multimodal and Behavioral Stylometry: There is growing interest in combining textual
analysis with additional signals (visual, temporal, behavioral), which can increase
attribution accuracy.
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e Interpretable Stylometry (Explainable Stylometry): Development of interpretable
models is crucial for applications where decisions must be transparent and justifiable,
such as in legal and forensic sciences.
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